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a b s t r a c t 

We examine the utility of a new family of basis functions for use with the Complex Variable Boundary Element 

Method (CVBEM) and other mesh-free numerical methods for solving partial differential equations. The family 

of polygamma functions have found use in mathematics since as early as 1730 when James Stirling related 

the digamma function to the factorial function [1]. Now, we propose using the digamma function, as well as 

new variants of the digamma function, as basis functions for the CVBEM. This paper discusses technical aspects 

associated with using the digamma function as a CVBEM basis function. Then, we demonstrate the utility of the 

proposed basis function by applying it to a mixed boundary value problem of the Laplace type. 
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. Introduction 

Beginning with the introductory work of the 1600s, the digamma

unction —and, more broadly, the polygamma function —has been the

ubject of examination and utilization in difficult mathematical prob-

ems. For example, James Stirling used this type of function to relate

o the factorial function in 1730 [1] . However, this function does not

ppear to have been used widely in applications of computational engi-

eering mathematics. Now, with the advent of modern computational

athematics capabilities and visualization techniques, the ability for the

igamma function to solve the Laplace equation enables it to be used in

umerical methods for solving potential problems or problems that in-

lude the Laplace equation in their formulation. 

In the current paper, we use the digamma function as an inspiration

o formulate novel sets of basis function families for use with the mesh-

ree Complex Variable Boundary Element Method (CVBEM). This new

pproach is shown to provide significant computational accuracy with-

ut a significant increase in the CPU time requirement versus the use of

omparable basis functions such as the original CVBEM basis functions

ntroduced in [2] and developed in [3] . Thus, it is demonstrated that the

igamma function is useful as another basis function family for imme-

iate use in approximations of boundary value problems of particular

nterest in computational methods. 

While this work focuses directly on the use of this basis function

amily as it pertains to the CVBEM, the extension to other real-variable

nd mesh-free computational methods is direct. Furthermore, through

he use of particular solutions, this solution approach may be extended
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o several other PDE types such as the heat equation and wave equation

s demonstrated in [4] and [5] , respectively, and similar extensions are

lso possible through the use of particular solutions. 

The novelty of this paper is in the following contributions: 

1. Proposal of the digamma function as a suitable basis function for

use with mesh-free numerical methods 

2. Proposal of two new variants of the digamma function as basis

functions 

3. Assessment of the digamma basis functions along with their pro-

posed variants by comparison with the more standard sets of basis

of functions described in [6] 

4. New formulation of the CVBEM for use with mixed boundary

value problems 

This work is an extension of and update to the work in [6] , in which

he authors sought to assess various basis functions in regard to their

uccess in modeling a benchmark Dirichlet BVP of the Laplace type. In

he present work, novel basis functions are now being assessed, and the

emonstration problem is a more general mixed BVP of the Laplace type.

. Literature review 

Recent research related to the CVBEM has focused on the develop-

ent of Node Positioning Algorithms (NPAs). In [7] , the authors pro-

osed an algorithm for constructing a model of 𝑛 ∈ ℤ 

+ functions, one

unction at a time, by evaluating the accuracy of each candidate pair of

ne node and two collocation points. The candidate pair corresponding
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Table 1 

Description of the mixed boundary value problem examined for com- 

paring the efficacy of various basis function families for use in the 

CVBEM. 

Problem Domain: Ω = 
{ 

( 𝑥, 𝑦 ) ∶ 0 < 𝑥 < 8 , 0 < 𝑦 < 5 , 

and ( 𝑥 − 5) 2 + 𝑦 2 > 1 
} 

Governing PDE: ∇ 2 𝜓 = 0 

Boundary Conditions: 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

𝜕𝜙

𝜕𝑛 
= 0 , 𝑥 = 0 

𝜕𝜙

𝜕𝑛 
= 0 , 𝑦 = 0 

𝜕𝜙

𝜕𝑛 
= 0 , ( 𝑥 − 5) 2 + 𝑦 2 = 1 

𝜙( 𝑥, 𝑦 ) = ℜ 

[
𝑧 2 
]
= 𝑥 2 − 𝑦 2 , otherwise 

Number of Candidate 

Computational Nodes: 2000 

Number of Candidate 

Collocation Points: 2000 

Table 2 

Maximum error for each of the CVBEM models of the mixed 

BVP defined in Table 1 . The basis functions include: the stan- 

dard CVBEM basis functions ( 𝑧 − 𝑧 𝑗 ) 
[
ln ( 𝑧 − 𝑧 𝑗 ) 

]
𝛼𝑗 

; natural log- 

arithm functions 
[
ln ( 𝑧 − 𝑧 𝑗 ) 

]
𝛼𝑗 

; and simple poles 1 
𝑧 − 𝑧 𝑗 

. The 

best-performing basis function family for each trial is high- 

lighted in blue. 

Number Standard Natural Simple 

of Basis Basis Logarithm Poles 

Functions Functions 

10 1.77922e + 00 5.077893e-01 2.60406e + 00 

20 3.58833e-01 4.976069e-02 3.28793e-01 

30 1.67062e-03 7.303782e-04 1.06124e + 00 

40 2.99314e-05 1.170612e-03 3.65187e-02 

50 1.01034e-06 2.866278e-05 2.47985e-02 

Table 3 

Maximum error for each of the CVBEM models of the mixed 

BVP defined in Table 1 . The basis functions include each of 

the three proposed variants of the digamma basis function. 

The best-performing basis function family for each trial is 

highlighted in blue. 

Number Digamma Digamma Digamma 

of Basis Variant 0 Variant 1 Variant 2 

Functions 

10 3.61041e + 00 5.60733e-01 2.20686e + 00 

20 6.73311e-02 9.43852e-03 6.02101e-02 

30 1.93838e-02 2.36706e-04 2.31955e-03 

40 4.82301e-04 3.83274e-06 9.77183e-05 

50 1.64922e-04 2.29287e-07 1.73748e-06 
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o the smallest maximum error of the approximation function based on

he known boundary conditions was added to the model until 𝑛 pairs

ere selected. 

The recent paper [8] improved upon the results of [7] by introduc-

ng a nodal position refinement procedure. This procedure re-assesses

he location of each node in the CVBEM model to determine if a better

ocation can be found given the current arrangement of nodes in the

odel. The recently-developed NPAs have demonstrated that the orien-

ation and placement of the computational nodes has a significant effect

pon the computational accuracy of CVBEM models in solving BVPs of,

r related to, the Laplace type. 

Our group’s latest NPA research has focused on iteratively using ei-

her of the algorithms in [7] or [8] to progressively trim away unused

reas of the candidate node space. The idea is to first establish a distri-

ution of 𝑁 candidate nodes, denoted 𝒩 1 . Then, use an NPA to select a

ubset 𝑛 < 𝑁 of the candidate nodes. Once the subset is identified, create

 convex shape encompassing all of the NPA-selected nodes while ex-
2 
luding as many of the unused candidate nodes as possible. This convex

hape becomes the new boundary of the candidate node space, which is

enoted 𝒩 2 . Then, 𝒩 2 is discretized with 𝑁 candidate nodes. The vol-

me of 𝒩 2 is less than or equal to the volume of 𝒩 1 . As both 𝒩 1 and

 2 are discretized with 𝑁 candidate nodes, 𝒩 2 constitutes a denser (or

ossibly equally dense) discretization of the candidate node space than

 1 . This trimming process can be repeated as many times as desired. In

his fashion, the volume of the candidate node space is reduced by trim-

ing away localities where no or little success is achieved in satisfying

he given problem boundary conditions. 

Along with the development of NPAs, another avenue of recent re-

earch has to do with the selection of basis functions for use in the

VBEM approximation function. The original basis functions were de-

ived from integration of the Cauchy integral equation and were devel-

ped in [2,3] . In [9–12] , the authors examined the use of complex poly-

omials as basis functions, which resulted in a CVBEM approximation

unction based on the principles of Taylor series. In [13] , the authors

roposed using a finite Laurent series as the basis functions for a CVBEM

pproximation function. The Laurent series approximation function can

e thought of as a CVBEM model with a single node defined as the ex-

ansion point of the series. Because the expansion point of the Laurent

eries is a pole of each of the basis functions, the expansion point was

hosen to be located in the exterior of the problem domain in order to

eep the approximation function analytic in the problem domain. 

Originally, the singularities of the CVBEM basis functions were lo-

ated on the problem boundary [9] . However, after the Laurent series

ork in [13] , the idea of moving the singularities of the basis functions

o the exterior of the problem domain was extended to the standard

VBEM basis functions, as demonstrated in [14] . The practice of locat-

ng the singularities of the basis functions in the exterior of the problem

omain is utilized in the current iteration of the CVBEM software used

n this work. 

It is also noteworthy that the simple pole basis functions, as well as

he more general class of rational functions, were recently examined in

loyd Nicholas Trefethen’s lecture given for SIAM’s 2020 John von Neu-

ann Prize [15] . These functions were specifically examined in regard

o computational modeling of BVPs of the Laplace type. In the lecture,

refethen examines the use of several types of rational functions such as

imple poles and reciprocal-log functions as basis functions for approx-

mating solutions to the Laplace equation. In the accompanying article,

refethen concludes that “it seems that a new era of numerical compu-

ation with rational functions and other functions with singularities is

rriving ” [16] . 

Another development relevant to the present work has to do with

odeling mixed BVPs using the CVBEM. Mixed boundary conditions

an be used to model situations in which there is no flux of the po-

ential function across one or more edges of the problem domain, such

s considered in the primary demonstration problem of this paper. In

14,17] , it was noted that a zero-flux boundary condition on a given

dge is equivalent to a streamline being located on that edge. These

apers considered a problem geometry that naturally satisfied this con-

ition with Dirichlet boundary conditions. Therefore, we will extend

his work by explicitly stating how zero-flux conditions can be enforced

n more general situations in which they are not naturally satisfied by

irichlet boundary conditions. 

. Using digamma functions to model potential problems 

In this section, we examine technical aspects pertaining to the use of

igamma functions as basis functions for the CVBEM. A series represen-

ation for the digamma function is as follows: 

( 𝑧 ) = − 𝛾 + 

∞∑
𝑚 =0 

𝑧 − 1 
( 𝑚 + 1)( 𝑚 + 𝑧 ) 

, 𝑧 ≠ 0 , −1 , −2 , … , (1)

here 𝛾 ≈ 0 . 5772156 denotes the Euler-Mascheroni constant. Further-

ore, the 𝑛 th -order derivative ( 𝑛 > 0 ) of the digamma function is given
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Fig. 1. Illustration of the rotation of a typical digamma axis. The angle 𝛼 repre- 

sents the clockwise rotation of the digamma axis from the negative real axis. The 

rotation angle is chosen so that the resulting digamma axis does not intersect the 

problem domain. This is necessary in order to ensure that the CVBEM approxi- 

mation function is analytic within the problem domain, which guarantees that 

the real and imaginary parts of the approximation function will be harmonic in 

the problem domain. 
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Fig. 2. Contours of the real and imaginary parts of 𝜓 0 ( 𝑧 ) with the digamma axis 

rotated clockwise by an angle of 𝛼 = 0 radians. 
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s follows: 

 

( 𝑛 ) ( 𝑧 ) = (−1) 𝑛 +1 𝑛 ! 
∞∑
𝑘 =0 

1 
( 𝑘 + 𝑧 ) 𝑛 +1 

, 𝑧 ≠ 0 , −1 , −2 , … . (2)

he set of derivatives of the digamma function are collectively called the

olygamma functions. From the series definitions given in Eqs. (1) and

2) , it can be shown that all of the polygamma functions, including the

igamma function, are analytic at all points of ℂ except for at the non-

ositive integers at which they have a pole of order 𝑛 + 1 . That the

igamma function is analytic everywhere except for the non-positive

ntegers makes it a suitable candidate family of basis functions for use

ith the CVBEM. 

.1. Rotation of the digamma axis 

The digamma function has a pole of order 1 at all of the non-positive

ntegers (see Fig. 2 for visualization). It is important to note that all of

he poles are aligned with the negative real axis. We refer to the line

long which these poles occur as the digamma axis. Thus, when the

igamma function has not been rotated, we say that the digamma axis

s aligned with the negative real axis. However, it is possible to rotate the

igamma axis by an arbitrary angle. Rotating the digamma axis is most

asily performed using polar coordinates: 𝑧 = |𝑧 |𝑒 𝑖𝜃 , where 𝜃 = arg ( 𝑧 )
nd 𝜃 ∈ (− 𝜋, 𝜋] . Then, the rotation is performed as follows: 

 𝛼( 𝑧 ) = 𝜓 
(|𝑧 |𝑒 𝑖 ( 𝜃+ 𝛼) ). (3) 

A important consideration when using the CVBEM is ensuring that

he approximation function is analytic within the problem domain. This

s necessary so that the real and imaginary parts of the CVBEM approxi-

ation function are harmonic within the problem domain. As a result, in

rder to obtain a CVBEM approximation function that is analytic within

he problem domain, it is necessary to rotate the digamma axis associ-

ted with each basis function so it does not intersect the problem do-

ain, as illustrated in Fig. 1 . 

Each digamma function in this section is denoted as follows: 𝜓 𝛼( 𝑧 ) ,
here 𝛼 is the angle of rotation of the digamma axis with 𝛼 = 0 cor-

esponding to the digamma axis being aligned with the negative real

xis. 

.2. A Linear Combination of digamma functions 

We now consider linear combinations of the digamma function.

he functions examined in this section demonstrate translations of the

ase digamma function as well as rotations of the digamma axis. Each

igamma function in this section is denoted as follows: 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) ,
here 𝛼𝑗 ∈ ℝ is the clockwise rotation angle of the digamma axis from
3 
he negative real axis, and 𝑧 𝑗 ∈ ℂ defines the translation of the basis

unction. Note: the subscript 𝑗 is used to denote specific instantiations

f a function from within a given basis function family. In the case of

he digamma basis function family, each instantiation is identified by

ts translation as well as the rotation of its digamma axis. 

In the context of the digamma basis functions, the points 𝑧 𝑗 can be

nterpreted as the “first ” pole along the digamma axis. For computa-

ional purposes, the points 𝑧 𝑗 are interpreted as the computational nodes

hose locations will be determined through the use of an NPA. These

odes are referred to as “computational nodes ” because they do not have

 physical meaning within the problem context, and they only exist due

o the use of these particular basis functions. However, although the

omputational nodes do not have a physical meaning within the prob-

em context, their selected locations do effect the ability of the CVBEM

pproximation function to satisfy the given boundary conditions. For

his reason, it is important to use an NPA to determine suitable loca-

ions for the computational nodes. 

.3. Variations of the digamma basis function 

In this section, we propose novel variations of the digamma basis

unction. The selection of these particular variations was inspired by the

orm of the original CVBEM basis functions as given in [3] . In [3] , the

uthors showed that integration of the Cauchy integral equation with

inear boundary segments leads to a linear combination of functions

ach of the form: 

 𝑧 − 𝑧 𝑗 ) 
[
ln ( 𝑧 − 𝑧 𝑗 ) 

]
𝛼𝑗 
, (4)

here 𝑧 𝑗 ∈ ℂ , and 𝛼𝑗 is the rotation angle of the branch cut of the nat-

ral logarithm. The branch cut is rotated for the same purpose that the

igamma axis is rotated. A key insight is to recognize the basis functions

n Eq. (4) as products of two distinct functions; namely, ( 𝑧 − 𝑧 𝑗 ) and

ln ( 𝑧 − 𝑧 𝑗 ) 
]
𝛼𝑗 

. The following proposed variants of the original digamma

unction are thus inspired by the components of the original CVBEM

asis functions: 

1. Variant 0: the standard digamma function, denoted 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) 
2. Variant 1: ( 𝑧 − 𝑧 𝑗 ) 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) , depicted in Figs. 10 and 11 
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Fig. 3. Domain coloring of 𝜓 0 ( 𝑧 ) with the digamma axis rotated clockwise by 

an angle of 𝛼 = 0 radians. 

Fig. 4. Contours of the real and imaginary parts of 𝜓 𝜋∕2 ( 𝑧 ) with the digamma 

axis rotated clockwise by an angle of 𝛼 = 𝜋∕2 radians. 
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Fig. 5. Domain coloring of 𝜓 𝜋∕2 ( 𝑧 ) with the digamma axis rotated clockwise by 

an angle of 𝛼 = 𝜋∕2 radians. 

Fig. 6. Linear combination of two digamma functions: 𝜓 0 ( 𝑧 ) + 𝜓 5 𝜋∕4 ( 𝑧 + 1 + 2 𝑖 ) . 

3
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i  
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m

 

t  
3. Variant 2: ( 𝑧 − 𝑧 𝑗 )[ ln ( 𝑧 − 𝑧 𝑗 )] 𝛼𝑗 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) , depicted in Figs. 12

and 13 

The Variant 2 basis function family incorporates both a branch cut

s well as a digamma axis. Both of these need to be rotated so as not to

ntersect the problem domain. For simplicity, we have selected to rotate

oth by the same angle so that they are collinear. That is, they are both

otated by 𝛼𝑗 radians. However, it is possible to rotate the branch cut

nd digamma axis by different angles, although we have not assessed

he efficacy of this approach. 
4 
.4. Modeling potential problems 

Let Ω ⊆ ℂ denote a simply connected domain, referred to as the prob-

em domain. In Ω, assume there exists a harmonic function, 𝜙, satisfying

oundary conditions specified on 𝜕Ω. Since 𝜙 is harmonic in Ω and sat-

sfies the given boundary conditions on 𝜕Ω, it is known as the target

otential function. Specifically, 𝜙 is the function we seek to approxi-

ate with the CVBEM. 

The CVBEM was originally formulated as a boundary integral equa-

ion method based on the Cauchy integral equation, which is given as



B.D. Wilkins and T.V. Hromadka II Engineering Analysis with Boundary Elements 000 (2021) 1–10 

Fig. 7. Domain coloring of the linear combination of two digamma functions: 

𝜓 0 ( 𝑧 ) + 𝜓 5 𝜋∕4 ( 𝑧 + 1 + 2 𝑖 ) . 

Fig. 8. Linear combination of two digamma functions: 𝜓 𝜋∕2 ( 𝑧 − 2 𝑖 ) + 𝜓 𝜋 ( 𝑧 − 2) + 
𝜓 3 𝜋∕2 ( 𝑧 + 2 𝑖 ) . 
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Fig. 9. Domain coloring of the linear combination of two digamma functions: 

𝜓 𝜋∕2 ( 𝑧 − 2 𝑖 ) + 𝜓 𝜋 ( 𝑧 − 2) + 𝜓 3 𝜋∕2 ( 𝑧 + 2 𝑖 ) . 

Fig. 10. Digamma (variant 1). Contours of the real and imaginary parts of 

𝑧𝜓 0 ( 𝑧 ) with the digamma axis rotated clockwise by an angle of 𝛼 = 0 radians. 
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C  
ollows [3] : 

 ( 𝑧 ) = 

1 
2 𝜋𝑖 ∫

𝜕Ω

𝜔 ( 𝜁 ) d 𝜁
𝜁 − 𝑧 

, 𝑧 ∈ Ω. (5) 

In [3] it was shown that integration of the Cauchy integral equation

sing linear boundary elements connecting locations of known bound-

ry conditions leads to a CVBEM approximation function of the form: 

̂  ( 𝑧 ) = 

𝑛 ∑
𝑗=1 
𝑐 𝑗 
(
𝑧 − 𝑧 𝑗 

)
ln 
(
𝑧 − 𝑧 𝑗 

)
, 𝑧 ∈ Ω. (6) 

In eqn. (6) , we note that the branch cut of each natural logarithm is

otated so as to avoid intersection with the problem domain. Addition-
5 
lly, an important realization is that, in fact, any analytic complex vari-

ble function can be used as a basis function in place of ( 𝑧 − 𝑧 𝑗 ) ln ( 𝑧 − 𝑧 𝑗 )
n eqn. (6) . Hence, a more general expression for the CVBEM approxi-

ation function is as follows: 

̂  ( 𝑧 ) = 

𝑛 ∑
𝑗=1 
𝑐 𝑗 𝑔 𝑗 ( 𝑧 ) , 𝑧 ∈ Ω. (7)

he complex variable functions 𝑔 𝑗 ( 𝑧 ) ∶ Ω → ℂ can be selected by the

odeler subject to the condition that they are analytic in Ω. The coef-

cients 𝑐 𝑗 ∈ ℂ are complex numbers, each composed of two real con-

tants; namely, 𝛼𝑗 = ℜ ( 𝑐 𝑗 ) and 𝛽𝑗 = ℑ ( 𝑐 𝑗 ) . The more general form of the

VBEM approximation function given in eqn. (7) is reminiscent of the
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Fig. 11. Digamma (variant 1). Domain coloring of 𝑧𝜓 0 ( 𝑧 ) with the digamma 

axis rotated clockwise by an angle of 𝛼 = 0 radians. 

Fig. 12. Digamma (variant 2). Contours of the real and imaginary parts of 

𝑧 [ ln ( 𝑧 ) ] 0 𝜓 0 ( 𝑧 ) with the digamma axis and the branch cut of the natural loga- 

rithm both rotated clockwise by an angle of 𝛼 = 0 radians. 
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Fig. 13. Digamma (variant 2). Domain coloring of 𝑧 [ ln ( 𝑧 ) ] 0 𝜓 0 ( 𝑧 ) with the 

digamma axis and the branch cut of the natural logarithm both rotated clock- 

wise by an angle of 𝛼 = 0 radians. 
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c  

i  
ethod of fundamental solutions [18] and the analytic element method

19] . 

The CVBEM approximation function consists of two real variable

unctions, denoted �̂� ∶ ℝ 

2 → ℝ and �̂� ∶ ℝ 

2 → ℝ , respectively, such that

̂  ( 𝑧 ) = �̂�( 𝑥, 𝑦 ) + 𝑖 ̂𝜓 ( 𝑥, 𝑦 ) . In many applications, �̂� is interpreted as the ap-

roximate potential function, and �̂� is interpreted as the approximate

onjugate stream function. Furthermore, the real-valued functions �̂� and

̂  are related by the Cauchy-Riemann equations and can be shown to be

armonic within Ω [20] . Thus, 

�̂�( 𝑥, 𝑦 ) = 0 and Δ�̂� ( 𝑥, 𝑦 ) = 0 , ( 𝑥 + 𝑖𝑦 ) ∈ Ω. (8)
6 
The CVBEM approach is to approximate the target potential func-

ion, 𝜙, by determining the coefficients of Eq. (7) in order to minimize

𝜙 − �̂�
‖‖‖ in a given norm. Hence, the real part of the CVBEM approxima-

ion function corresponds to the approximation of the target potential

unction. The imaginary part of the CVBEM approximation function is

he conjugate stream function. 

Since each 𝑐 𝑗 corresponds to two real numbers, there are a total of

 𝑛 real coefficient values to be determined in a CVBEM model. These

oefficient values are selected so as to reduce the error of the CVBEM

pproximation function. Since the real and imaginary parts of �̂� are har-

onic functions within Ω, the CVBEM approximation function does not

ave any error satisfying Laplace’s equation within the problem domain.

ence, the error of the CVBEM approximation function occurs with re-

pect to continuously satisfying the boundary conditions. Therefore, sat-

sfying the boundary conditions is the main computational effort after

he computational nodes of the basis functions have been determined. 

This paper is primarily interested in assessing the effect of the se-

ection of particular families of the 𝑔 𝑗 ( 𝑧 ) on the maximum error of the

esulting CVBEM approximation function. 

.4.1. Demonstration of continuous basis functions 

The results shown in Figs. 14 –16 demonstrate that the real and imag-

nary parts of linear combinations of rotated digamma functions are

ontinuous along a simple, closed curve such as the example problem

oundary. In general, since the digamma function is analytic except at

he poles on the digamma axis, linear combinations of the digamma

unction are continuous on the problem boundary (since each digamma

xis has been translated and rotated away from the problem boundary).

he target potential function will also be continuous along the problem

oundary, which motivates the proper selection of coefficient values in

he linear combination of digamma functions in order to approximate

he value of the target potential function on the problem boundary. 

. Computational comparison of CVBEM basis functions 

Since the CVBEM approximation function is formulated as a linear

ombination of analytic complex variable functions, both the real and

maginary parts of the approximation function satisfy Laplace’s equa-
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Fig. 14. An example problem domain defined by (−1 . 5 , 1 . 5) × (−1 . 5 𝑖, 0 . 5 𝑖 ) . Three 

rotated digamma basis functions are considered. Each side of the problem 

boundary has a unique color that corresponds to the colors shown in Figs. 15 and 

16 . 

Fig. 15. Values of the real part of the linear combination of digamma functions 

shown in Fig 15 . 

t  

e

 

 

 

 

 

w  

t  

f

Fig. 16. Values of the imaginary part of the linear combination of digamma 

functions shown in Fig 15 . 

Fig. 17. Problem geometry for the example problem depicted in Section 4.3 . 

Zero-flux Neumann conditions are enforced along the left and bottom edges of 

the problem boundary. Dirichlet conditions are enforced on the top and right 

edges of the problem boundary. For visual clarity, only 10% of the total candi- 

date collocation points are shown. 

Fig. 18. Flow net produced using the CVBEM approximation of the demonstra- 

tion problem with 50 digamma basis functions (variant 1). The demonstration 

problem has been formulated as a mixed BVP with Dirichlet conditions on the 

top and right sides of the problem domain and zero-flux Neumann conditions 

on the left and bottom sides. 
ion. Therefore, no computational effort is required to satisfy the gov-

rning PDE. Rather, the computational effort consists of two tasks: 

noitemsep Determining suitable locations for the computational

nodes using an NPA 

noiitemsep Determining the coefficients of the CVBEM approximation

function in order to minimize the maximum error of the

CVBEM approximation function with respect to satisfying

the given boundary conditions 

For discussion on the latest NPAs that have been developed for use

ith the CVBEM, see [7] and [8] . In this section, we are concerned with

he task of determining the coefficients of the CVBEM approximation

unction by solving a system of linear equations. 
7 
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Fig. 19. View of the flow net near the obstacle. This flow net was produced us- 

ing the CVBEM approximation of the demonstration problem with 50 digamma 

basis functions (variant 1). 

Fig. 20. Magnified view of the flow net near the north pole of the obstacle 

(note: the left and right edges of the obstacle are not depicted in this figure). This 

flow net was produced using the CVBEM approximation of the demonstration 

problem with 50 digamma basis functions (variant 1). 

4

 

C  
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r
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Fig. 21. View of the flow net in the bottom left corner (i.e. the origin) of the 

problem geometry. The curvature of the target potential function is greatest in 

this region. This flow net was produced using the CVBEM approximation of the 

demonstration problem with 50 digamma basis functions (variant 1). 

Fig. 22. Magnified view of the flow net near the left edge of the obstacle. This 

flow net was produced using the CVBEM approximation of the demonstration 

problem with 50 digamma basis functions (variant 1). 

w

 [
 

.1. CVBEM Formulation for mixed boundary value problems 

As indicated in the discussion after Eq. (7) , the coefficients of the

VBEM approximation function are complex and, hence, have both a

eal and an imaginary part: 𝑐 𝑗 = 𝛼𝑗 + 𝑖𝛽𝑗 . Likewise, the basis functions

n Eq. (7) are complex variable functions and, hence, also have both a

eal and an imaginary part: 𝑔 𝑗 ( 𝑧 ) = 𝜆𝑗 ( 𝑥, 𝑦 ) + 𝑖𝜇𝑗 ( 𝑥, 𝑦 ) . Thus, it follows: 

̂  ( 𝑧 ) = 

𝑛 ∑
𝑗=1 
𝑐 𝑗 𝑔 𝑗 ( 𝑧 ) 

= 

𝑛 ∑
𝑗=1 

(
𝛼𝑗 + 𝑖𝛽𝑗 

)(
𝜆𝑗 ( 𝑥, 𝑦 ) + 𝑖𝜇𝑗 ( 𝑥, 𝑦 ) 

)
= 

𝑛 ∑
𝑗=1 

[ 
𝛼𝑗 𝜆𝑗 ( 𝑥, 𝑦 ) − 𝛽𝑗 𝜇𝑗 ( 𝑥, 𝑦 ) + 𝑖 

[
𝛼𝑗 𝜇𝑗 ( 𝑥, 𝑦 ) + 𝛽𝑗 𝜆𝑗 ( 𝑥, 𝑦 ) 

]] 
. 

(9) 

The real and imaginary parts of Eq. (9) are, respectively, 

 [ ̂𝜔 ( 𝑧 ) ] = �̂�( 𝑥, 𝑦 ) = 

𝑛 ∑
𝑗=1 
𝛼𝑗 𝜆𝑗 ( 𝑥, 𝑦 ) − 𝛽𝑗 𝜇𝑗 ( 𝑥, 𝑦 ) 

= 𝝀⊤𝜶 − 𝝁⊤𝜷, 

 [ ̂𝜔 ( 𝑧 ) ] = �̂� ( 𝑥, 𝑦 ) = 

𝑛 ∑
𝑗=1 
𝛼𝑗 𝜇𝑗 ( 𝑥, 𝑦 ) + 𝛽𝑗 𝜆𝑗 ( 𝑥, 𝑦 ) 

= 𝝁⊤𝜶 + 𝝀⊤𝜷, 

(10) 
8 
here 

𝜶 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝛼1 
𝛼2 
⋮ 
𝛼𝑛 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝜷 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝛽1 
𝛽2 
⋮ 
𝛽𝑛 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 

𝝀 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝜆1 ( 𝑥, 𝑦 ) 
𝜆2 ( 𝑥, 𝑦 ) 

⋮ 
𝜆𝑛 ( 𝑥, 𝑦 ) 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝝁 = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝜇1 ( 𝑥, 𝑦 ) 
𝜇2 ( 𝑥, 𝑦 ) 

⋮ 
𝜇𝑛 ( 𝑥, 𝑦 ) 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
. 

In matrix form, Eq. (10) is written in the following convenient form:

 

�̂�( 𝑥, 𝑦 ) 
�̂� ( 𝑥, 𝑦 ) 

] 
= 

[ 
𝝀⊤ − 𝝁⊤

𝝁⊤ 𝝀⊤

] [ 
𝜶

𝜷

] 
. (11)
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Fig. 23. Maximum absolute error of CVBEM models resulting from the use of 

digamma basis functions (variant 1) for approximations using 𝑛 = 1 , … , 50 . 
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In Eq. (10) , �̂� and �̂� are defined as linear combinations using the

ame coefficients, 𝜶 and 𝜷. Thus, as soon as 𝜶 and 𝜷 have been deter-

ined for either �̂� or �̂� , the same coefficients can be used to compute

he other function. This phenomenon is a manifestation of the Cauchy-

iemann equations and the fact that �̂� and �̂� are harmonic conjugates

f each other. In practice, this is beneficial because once the target po-

ential function is computed, it is not necessary to use post-processing

oftware to compute the orthogonal stream function, which is necessary

or popular domain discretization methods such as the Finite Element

ethod. Rather, using the CVBEM approach, the orthogonal stream

unction is obtained using the same coefficients, 𝜶 and 𝜷, in a linear

ombinations given in Eq. (10) . 

One approach to determining the values of 𝜶 and 𝜷 is to use colloca-

ion. Collocation leads to a system of 2 𝑛 equations in 2 𝑛 unknowns. The

dvantage of collocation is that the CVBEM approximation function will

xactly satisfy the given boundary conditions at the locations of the 2 𝑛
ollocation points in the absence of truncation and round-off errors. An-

ther approach to determine the coefficients is to set up a least squares

roblem using more than 2 𝑛 of the available boundary data points. The

east squares approach uses more boundary data; however, there is no

uarantee that the resulting CVBEM approximation function will be ex-

ct at any location on the boundary. For our purposes, we prefer to use

ollocation because the CVBEM approximation function is guaranteed

o be exact at the collocation points. 

For Dirichlet boundary value problems, the unknown coefficients are

etermined by collocation of either the real or imaginary part of the

VBEM approximation function with the given boundary data. On the

ther hand, a mixed boundary value problem is formulated as follows.

uppose the problem boundary, 𝜕Ω, is partitioned into a set 𝜕ΩD where

irichlet boundary conditions are given and a set 𝜕ΩN where zero-flux

eumann conditions are given. The sets 𝜕ΩD and 𝜕ΩN satisfy the follow-

ng: 𝜕Ω = 𝜕ΩD ∪ 𝜕ΩN and 𝜕ΩD ∩ 𝜕ΩN = ∅. 

Let 𝑁 D denote the number of NPA-selected collocation points at lo-

ations where Dirichlet boundary conditions are enforced, and let 𝑁 N 

enote the number of NPA-selected collocation points at locations where

ero-flux Neumann boundary conditions are enforced. Since collocation

s being used, 𝑁 D and 𝑁 N must satisfy 𝑁 D + 𝑁 N = 2 𝑛 . The equations

orresponding to Dirichlet conditions are given by 

�̂�( 𝑥 𝑖, D , 𝑦 𝑖, D ) = 

𝑛 ∑
𝑗=1 
𝛼𝑗 𝜆𝑗 ( 𝑥 𝑖, D , 𝑦 𝑖, D ) − 𝛽𝑗 𝜇𝑗 ( 𝑥 𝑖, D , 𝑦 𝑖, D ) 

= 𝜙( 𝑥 𝑖, D , 𝑦 𝑖, D ) , 
for 𝑖 = 1 , … , 𝑁 D , ( 𝑥 𝑖, D , 𝑦 𝑖, D ) ∈ 𝜕ΩD . 

(12) 
9 
he equations corresponding to zero-flux Neumann conditions are given

y 

�̂� ( 𝑥 𝑖, N , 𝑦 𝑖, N ) = 

𝑛 ∑
𝑗=1 
𝛼𝑗 𝜇𝑗 ( 𝑥 𝑖, N , 𝑦 𝑖, N ) + 𝛽𝑗 𝜆𝑗 ( 𝑥 𝑖, N , 𝑦 𝑖, N ) 

= const , 

for 𝑖 = 1 , … , 𝑁 N , ( 𝑥 𝑖, N , 𝑦 𝑖, N ) ∈ 𝜕ΩN . 

(13) 

The locations on the boundary at which the Dirichlet and zero-flux

eumann conditions are enforced are conveniently written in vector

orm as follows: 

𝒙 D = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑥 1 , D 
𝑥 2 , D 
⋮ 

𝑥 𝑁 D , D 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝒚 D = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑦 1 , D 
𝑦 2 , D 
⋮ 

𝑦 𝑁 D , D 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 

𝒙 N = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑥 1 , N 
𝑥 2 , N 
⋮ 

𝑥 𝑁 N , N 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, and 𝒚 N = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑦 1 , N 
𝑦 2 , N 
⋮ 

𝑦 𝑁 N , N 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
. 

(14) 

he desired matrix equation of size 2 𝑛 × 2 𝑛 can be written in the follow-

ng block matrix form. Namely, 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝝓
(
𝒙 D , 𝒚 D 

)
⏟⏞⏞⏞⏟⏞⏞⏞⏟
𝑁 D ×1 
𝒇 

⏟⏟⏟
𝑁 N ×1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
= 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝜆
(
𝒙 D , 𝒚 D 

)
⏟⏞⏞⏟⏞⏞⏟
𝑁 D ×𝑛 

− 𝜇
(
𝒙 D , 𝒚 D 

)
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

𝑁 D ×𝑛 
𝜇
(
𝒙 N , 𝒚 N 

)
⏟⏞⏞⏞⏟⏞⏞⏞⏟
𝑁 N ×𝑛 

𝜆
(
𝒙 N , 𝒚 N 

)
⏟⏞⏞⏞⏟⏞⏞⏞⏟
𝑁 N ×𝑛 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝜶
⏟⏟⏟
𝑛 ×1 
𝜷

⏟⏟⏟
𝑛 ×1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 

where 𝒇 = 𝛾

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

1 
1 
1 
⋮ 
1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
, 𝛾 ∈ ℝ . 

(15) 

astly, it should be noted that the system of equations defined by

q. (15) results in a dense, non-symmetric matrix equation, which is

ore computationally difficult to solve than the sparse, symmetric ma-

rix equations that are a usual feature of FEM models. 

.2. Error estimation of the CVBEM approximation function 

As previously mentioned, the CVBEM approximation function is an-

lytic within Ω. Therefore, �̂� and �̂� satisfy Laplace’s equation in Ω. Con-

equently, the CVBEM approximation function does not have any error

ith regard to satisfying the governing PDE. Instead, error estimation

ertains to assessing the ability of the CVBEM approximation function to

atisfy the given boundary conditions. In particular, the approximation

rror is estimated separately for the Dirichlet and Neumann partitions

f the boundary as follows: 

𝜀 D = max 
( 𝑥,𝑦 )∈𝜕ΩD 

|||𝜙( 𝑥, 𝑦 ) − �̂�( 𝑥, 𝑦 ) |||, 
𝜀 N = max 

( 𝑥,𝑦 )∈𝜕ΩN 

|𝛾 − �̂� ( 𝑥, 𝑦 ) |, (16) 

here 𝛾 is as defined in Eq. (15) . Then, we define the maximum error of

he CVBEM model as 𝜀 = max 
{
𝜀 D , 𝜀 N 

}
. Since �̂� is a linear combination

f analytic complex variable functions, both �̂� and �̂� can be evaluated

ontinuously within Ω ∪ 𝜕Ω. Consequently, continuous computational

stimates of both the approximate potential function and the approxi-

ate stream function are provided within Ω without the need for any

nterpolation or other post-processing of either �̂� or �̂� , which is a key

enefit of the CVBEM that is not a typical feature of FEM models. A rea-

onable approximation of 𝜀 can be obtained by computing the values of

 D and 𝜀 N at many locations along the problem boundary. In this work,

e computed either 𝜀 D or 𝜀 N at a total of 2000 different reasonably-

paced locations on the problem boundary. 
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.3. Example problem and results 

In this section, we test the efficacy of several basis function families

ith regard to minimizing the maximum error of a CVBEM model of a

enchmark mixed boundary value problem. The basis function families

xamined in this work are as follows: 

1. Standard CVBEM functions: ( 𝑧 − 𝑧 𝑗 ) ln ( 𝑧 − 𝑧 𝑗 ) 𝛼𝑗 
2. Log functions: ln ( 𝑧 − 𝑧 𝑗 ) 𝛼𝑗 
3. Simple poles 1 

𝑧 − 𝑧 𝑗 
4. Digamma Variant 0: 𝜓 

𝛼𝑗 
( 𝑧 − 𝑧 𝑗 ) 

5. Digamma Variant 1: ( 𝑧 − 𝑧 𝑗 ) 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) 
6. Digamma Variant 2: ( 𝑧 − 𝑧 𝑗 )[ ln ( 𝑧 − 𝑧 𝑗 )] 𝛼𝑗 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) 

Of the candidate basis function families, the standard CVBEM func-

ions and the simple poles were previously examined in [6] . The simple

ole basis functions have also recently been examined in [16] . How-

ver, the assessment of the other four basis functions is unique to this

ork. The standard CVBEM basis functions and the simple poles are in-

luded in this work to compare the newly proposed basis function fam-

lies with basis function families that have been successfully used in the

ast. 

Furthermore, all of the basis functions have been selected because

hey each incorporate the use of computational nodes and are, therefore,

ompatible with node positioning algorithms. It was shown in [8] that

ode positioning algorithms can be used to reduce the maximum error

f CVBEM models by several orders of magnitude. Other basis functions

uch as complex polynomials, which have been examined in several

revious works [9–12,21] , do not incorporate the use of computational

odes, and we have found that they are less reliable in practice. 

For the CVBEM models developed in this section, the digamma axis

s rotated at the same angle as the branch cut of the logarithm functions.

In the case of 𝑛 = 10 , we found that the best-performing basis func-

ion family was the family of natural logarithms with rotated branch

uts. However, in the other situations examined, we found that the

igamma Variant 1 basis function family consistently resulted in the

VBEM approximation function with least maximum error. That the

igamma Variant 1 basis function family consistently out-performed the

tandard CVBEM basis functions suggests that these basis functions may

ave broad applicability to the mesh-free methods, and further research

o determine this may be warranted. 

. Discussion and topics for future research 

This paper can be viewed as an update of the work done in [6] ,

hich was focused on comparing the regularly-used basis functions

ith the CVBEM methodology in the context of a benchmark Dirich-

et BVP of the Laplace type. In the present work, we propose the family

f digamma functions as new basis functions for use with the CVBEM

nd other mesh-free computational methods. To this end, we examined

he digamma function, denoted 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) , as well as two novel vari-

nts: ( 𝑧 − 𝑧 𝑗 ) 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) and ( 𝑧 − 𝑧 𝑗 )[ ln ( 𝑧 − 𝑧 𝑗 )] 𝛼𝑗 𝜓 𝛼𝑗 ( 𝑧 − 𝑧 𝑗 ) . These basis

unctions were compared to the standard CVBEM basis functions as well

s simple pole basis functions. 

The other sense in which this work is an update to [6] is the use of

n NPA for the determination of computational nodes and collocation

oints. The recent work developing NPAs in [7,8] has demonstrated the

ignificance that the selection of node location and collocation point

ocation has on the accuracy of the resulting CVBEM approximation. At

he time of [6] , these NPAs did not yet exist. 

Lastly, the successful implementation of mixed boundary condition

apabilities represents an important advancement in the state-of-the-art

or CVBEM technology. 
10 
The good computational results obtained for our demonstration

roblem suggest it would be reasonable to explore other similar candi-

ate basis function families, such as the more general polygamma func-

ion set, for making further progress in mesh-free numerical methods

or solving partial differential equations. 
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