Estimating 100-year flood confidence intervals
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The estimation of the 100-year flood. or more generally the T-year flood. is a basic problem in
hvdrology. An important source of uncertainty in this estimate is that caused by the uncertain
estimation of parameters of the flood distribution. This uncertainty can have a significant effect on
the flood design value. and its quantification is an important aspect of evaluating the risk involved
in a chosen level of flood protection. In this paper. simulation 15 used to determine confidence
intervals for the flood design value. The simulation allows verification of Stedinger's formula not
only as it applies to confidence intervals. but also verifies the formula as an approximation to

percentiles as well.

INTRODUCTION

The estimation of the 100-vear flood. or more generally
the T-year flood. is a basic problem in hydrology. An
important source of uncertainty in this estimate is that
caused by the uncertain estimation of parameters of the
flood distribution. This uncertainty can have an
significant effect on the flood design value, and its
quantification is an important aspect of evaluating the
risk involved in a chosen level of flood protection.

It is noted in Bulletins 17A and 17B"%, that in the case
of a flood distribution whose logarithm is normally
distributed. confidence intervals for the T-year flood can
be obtained by the use of the noncentral student’s -
distribution. The more general case, following the
cuidelines of Bulletins 17A and 17B. is when the
logarithm of the flood distribution has a Pearson III
distribution with a nonzero skew parameter. This case of
nonzero skew is more complicated than the cuse of a
lognormally distributed flood which is the case of zero
skew?+0:10-130%-18 T an important paper'® Stedinger
shows that the confidence intervals, for quantiles. which
are given in the US Water Resources Council
guidelines -® are not satisfactory. He uses a variance ratio
formula due to Kite'? and derives an expression for
confidence intervals for the quantiles which he shows is
satisfactory in several simulations.

In the following. confidence intervals for the flood
design value are found by simulation. The simulation
gives an approximate distribution which can be used to
obtain conndence intervals of various levels. It also allows
the wvenfication of Stedinger’s formula not only as it
applies to confidence intervals, but extends the results
contained in Stedinger'® in showing that the formulac are
vood approximations to percentiles of the sampling
distribution.
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Equarions

First consider the case where X. the logarithm of the
maximum annual discharge, has a normal distribution,
i.e., the case of zero skew. For the T-year flood, take
p=1—1/T. and let y, be the pth quantile of X i.e.,

PX<y,)=p (1)

[tis v, that we want to estimate. The usual estimates for
the mean p and standard deviation o of X. based on m
data points. are denoted by (it and g. Then

(yp— W)ie=[(u— o] +z,)/(a/o) (2)

where - is the pth quantile for a normal distribution with
mean O and standard deviation 1. This can be written as

(L /mI(Z + 2, miy W] (3)

The random variable in brackets in (3) has a noncentral ¢-
distribution. with noncentrality parameter d=z,,/m; the
special case =0 is the student’s r-distribution. Thus
confidence intervals for v, can be computed using
equations (2) and (3).

Second consider the case of nonzero skew. where the
logarithm X of the yearly peak discharge is assumed to
have a Pearson type 11 distribution with density function

P

Fx)=(1/]alCN[(x—cral” texp—[(x—c)a] (4)

where. in the case of positive a. the density is given by (4)
for x> ¢ and is zero for ¥ <¢. while in the case of negative
u the density is given by (4) for x<¢ und 1s zero for x> c.
Note that 7 =4/b where a has the same sign as 7 (see. for
example Ref, 9).

In following the guidelines of Bulletins 1 7A and 17B7-#,
the skew coefficient 7 is estimated either from a map of
regional skews or from a large pool of data from that
region. Consequently the error in estimating 7 is of an
entirely different kind than that which arises in estimating
s and o by means of m data points for the specific area for
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Table 1. Percent relative ervor in Stedinger-Kire formuly — five datu
porats — M vear flood

Percentiles R 58 s 93,

Skew=—1073 35 —2h 0.1 I4
Skew = =030 -19 =02 1.2 0.4
Skew = —0.23 03 0.3 =11 -09
Shew = (1) (VR4 =3 04 0.2
Skew= 23 —14 - 1.0 0.2 10
Skew = (.50 — 5% ~ 3k i 2.3
Skew= 075 —49.6 — 48 0.0 29
Tuhle 2. Percont relate error in Stedinger-Kire Jormula  ten duta
porrs 00 vear flooed

Percentiles 3 35 [T D5*
Skew=—0.75 =28 —1.8 -0.2 1.1
Skew =—1050 -09 -04 =R 0.1
Skew = —{.25 -0.7 -0l 0.1 0.4
Skew= 0,00 0.1 0.0 -0.2 0.1
Skew = 0.23 =07 —-0.6 03 0.0
Skew= 0.30 —14 —1.0 -03 03

Skew= 075 34 =23 08 —0.1

which the T-vear flood is being estimated. and what is
usually done to simplify this complicated situation. and
what we will do. is to suppose that ; 1s given exactiy. This
focuses attention on that part of the variability in the
estimate of the T-year flood which arises from the
uncertainty in the estimation of ¢ and &. and ignores the
variability which comes from the uncertainty in the
estimate of ;.

A computation shows that. in terms of distributions.

for a=0

fora<0 (5)

(.“p_.ﬁ)“'}=“p_ﬁ‘4z)»‘&z
(Vo= f) a=(fiz =1, - ,)i07
Where ¢, is the 100g°th percentile for the gamma
distribution Z which has the one parameter density
gx)=(1T(h)x""1e ¥ (6)

And where (i, is the estimator for the mean of Z and 63 is
the customary estimator for the variance of Z. Confidence
intervals for 1 were obtained by simulating the
distribution of

r

(0 — fiz)iay (7)

for Z having the gamma distribution (6). and applying
this to equation (5).

COMPUTATION AND COMPARISON

In Ref. 10 Hardison simulated the random variable in (7),
in order to compare it with the noncentral (-distribution.
His simulation mnvolved sample sizes 10. 20 and 40. skew
coeflicients of — 1, 0and 1. levels of significance 0.01. 0.05.
0.10. 0.90. 093, and 0.99. and were each determined by
1000 point simulations.

To obtam more accuracy and to cover a more extensive
range of sample sizes. skews. und levels of significance
than Refl. 10. we simulated a set of values of the random
variable (7): our simulation gives percentiles for the range
5°(5°,095° . For the details of this simulation see Ref.
19,

Stedinger. in Ref. 18 uses Kite's formula for the
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variance of ¥, and derives an approximale confidence
interval for v, : see his equations (20) and (21). His success
in using this formula to construct correct confidence
intervals suggests that his formula might even be accurate
for determining the gth percentile I',. When restated in
terms of the percentiles. his formula is:

Ly=dehllcd pl=z,) (8)
Theindex pisrelated to the T-vear flood. as above. by p=
I—1 T. and the constant z, is the pth percentile for a
normal N(0. !} distribution. The constant K is given by

Kp=(!r,—h}-\;7 forua>0

K,=th—t, )b fora<0 9)

in which 1, or ¢,__ can be obiained by applying the
accurate Wilson-Hulterty translormation’ =" to either =,
or 2, _,. The factor / is a positive number given by Kite's
variance ratio formula.

PE=[147K, #0500 +0.75:HK2) (1 40.522] 10y

The use of equation (8) is then reduced to finding [ ( p).
where { ( p), ' m 1s the gth percentile for the noncentral (-
distribution with noncentrality parameter o=z, m.
which was discussed above in the case of zero skew.
The entries in the tables below are the relative percent
difference between the smmulation values for the
percentiles of the distribution {7) and the values given by
equation (8). i.e., 100 x [(equation (8) value - simulation
value)/simulation value]. The tables are for the 100 year
flood. The numbers of points in the simulations are: for 5
data points, 30000 sets of 5 data points (this is for
comparison purposes: 5 data points are not enough 1o use
in estimating a 100-year event): for [0 data points. 20000
sets of 10 data points: for 20 data peints. 15000 sets of 20
data points: and for 30 data points. 10000 sets of 30 data
points. For the details of the computations. see Ref. 19.

Table 3. Percent relative error in Stedinger-Kite tormula — twenty data
points — 00 vear flood

Percentiles 5% 5%, N 950,
Skew=—073 -1.3 —1.0 —04 0.7
Skew= —0.50 -0.7 -03 -1 —01
Skew= —0.25 =2 0.3 0.0 0.0
Skew= .00 2L 0.0 0.3 0.2
Skew= 0.25 -02 — 0.6 —-03 0.0
Skew= 050 -1.2 -7 -4 0.9

Skew= (.73 -2.0 —14 —-0.7 —0.3

Tuble 4. Percent relative error in Stedinger-Kite formula - thirty data
points — 100 vear flood

Percentiles 5" e (=1 954,
Skew = —{0.73 — 1.0 - (.8 -04 0.0
Skew = —0.50 0.1 —0.1 —01 —04
Skew= —{.25 0.2 03 0.0 -4
Skew= 0.00 0.0 0.1 0.0 —06
Skew= (.25 —0.pn -0.1 03 =3
Skew= 0,30 —()5 -0.3 —0.4 —04
Skew = 075 -09 —0b -0 0.2

Formula (8) 18 therefore an acceptacic way to compute
the percentiles for parameters in the usual range for
hvdrology problems.



In the case of zero skew. equation (8) is exact and so the

entry in the skew = (.00 row of the tables gives the error in
the simulation percentiles. which indicates the general
overall size of the simulation errors.
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