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AN EXPANDABLE MATHEMATICA PROGRAM FOR FITTING FAMILIES OF
BASIS FUNCTIONS TO DATA
Miguel,F.D.(1); Hromadka II, T.V.(2); Glen,A.G.(3)

Abstract:

A common problem in statistical analysis of data is to consider fitting functions that
minimize some pre-defined measure of goodness-of-fit, such as the well-known least
squares residual minimization technique, or a weighted residual minimization technique,
among others. Generally, a selection of basis functions are chosen, such as polynomials,
or other basis functions, and then all of the basis functions are minimized together as a
group according to the selected measure. In this paper, we present a Mathematica
program that accomplishes the task of fitting prescribed functions to data, but we build
the program to investigate combinations of the basis functions within the family of basis
functions as an alternative to fitting the entire family of basis functions simultaneously.
Because the procedure is automated, we have the advantage of doing such an effort
without a significant investment of time or effort. The Mathematica program is easily
expandable to include other families of basis functions or other measures of fit. The
program measures the goodness of each set of basis functions used and then lists the
measures achieved for each attempt. The program is expandable by downloading the
program and doing the relevant programming. It is hoped that this program will be
extended in the community to include numerous families of fit functions.

INTRODUCTION

The use of a set of basis functions to form a linear combination with coefficients to be
determined by minimizing some best fit measure function to data according to some
measure of fit is a process that is well-known and so will not be repeated here (Gallant
1987, among many others.) Generally, a set of basis functions are selected, such as a set
of monomials, and then this entire set of basis functions is fitted to the target set of data
by a technique such as a weighted Gramm-Schmidt approach or other approach.

In this paper, the various combination of basis functions within a prescribed set of basis
functions are used, one at a time, in fitting to the data set. For example, if the set of basis
functions is simply {1, X}, then possible trial functions are: a, bx, a+bx, where "a" and
"b" are constants to be determined in the data fitting process.

Furthermore, in this paper we present the foundations of a Mathematica program to
deliver this approach to data fitting, where the vision of this program is for others to
extend the software to include other families of basis functions and to continue
examining all possible combinations of basis functions from these families for use as trial
functions to be fitted to the data set under study.



THE MATHEMATICA PROGRAM

The Mathematica program is currently based upon use of the Mathematica FindFit
operation which is internal to the Mathematica library of functions available to the user.
We include in the program the usual standard families of basis functions such as
polynomials. The various combinations of the basis functions are built from the
polynomial family up to the dimension programmed into the notebook. The dimension of
this family, for example, can be easily extended. For each combination of these
monomials, a new trial function is defined, and the data set is fitted using the
Mathematica FindFit operation and the resulting measure of fit computed. Once all the
combinations of monomials are examined, they are ranked according to goodness of fit
by sorting the resulting error residual measures.

Other families are operable in this program. Families of typical interest include
trigonometric basis functions including extensions such as: a Sin(b x + ¢) + d which
results in several variations just with these four parameters. For example, a Sin(x), Sin(b
x), Sin(x + ¢), Sin(x) + d, a Sin(b x) and so forth. This way, all the diversity within a
fitting family is examined. With a competing goal in fitting functions to data being the
possibility that simpler fitting functions may be better models of the underpinnings of
these data, it is instructive to examine all combinations of basis functions from a
prescribed family.

The Mathematica code is available to the reader by contacting the first author of this
paper. The Mathematica notebook is easily expandable and it is hoped that others will do
so and then share with the author. The proposed extended program software for loading
into a web-site is currently under construction for publication on the web.

MATHEMATICA CODE

A portion of the Mathematica code is presented below. The structure of this portion of the
code demonstrates the strategy we are currently using. We anticipate changes in almost
every aspect of this "shareware" type of program, which is another reason why we chose
Mathematica as the base code, not to mention the accuracy levels achieved by use of
Mathematica.

data2fit = Import["nanl.esv", "CSV"]

n = First[Dimensions[data2fit]];

maxx = First[data2fit{[n]i];

minx = First([data2fit[[1]]1]/

plotpoints := ListPlot[data2fit, PlotStyle - PointSize [0.0211;
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FitModel[l] = "a";
estreglinl = FindFit[data2fit, a, {a}, x];
al = estreglinl[[1]]; a[l] =al[[2]];

SSError[l] = Z (data2fit[[i, 2]] -a[l])z; m[x_, 1] =a[l];

i=1

plotmodel[l] := Plot[m[x, 1], {x, minx, maxx}];

FitModel[2] = "bx";
estreglin2 = FindFit[data2fit, bx, {b}, x];
b2 = estreglin2[[1]]; b[2] = b2[[2]];

SSError([2] = Z (data2fit[[i, 2]] -b[2] data2fit[[1i, 1]])2; mix_, 2] = b[2] %;

i=1

FitModel[15] = "a +bx + cx’+ dx°";

estreglinl5 = FindFit[data2fit, a+bx+ cx’+ dx3, {a, b, ¢, d}, x];
als = estreglinl5[[1]1]; a[l15] =al5[[2]];

b15 = estreglini5[[2]]; b[15] = b153[[21];

cl5 = estreglinl5[[3]]; e¢[15] =ecl15[[2]];

dl5 = estreglinl5[[4]]; 4[15] =d15[[2]];

SSExrroxr[15] =

Z (data2fit[[i, 2]] - (a[15] + b[15] data2fit[[i, 1]] +c[15] (data2fit[[i, 1]])%+
i=1
d[15] (data2€it[[i, 111)°))7%;
mix_, 15] = a[15] + b[15] x+ c[15] %2 +d[15] x°;
plotmodel[15] := Plot[m([x, 15], {x, minx, maxx}];

Show[{plotpoints, plotmodel[l], plotmodel[2], plotmodel[3], plotmodel[4], plotmodel[5],

plotmodel[6], plotmodel[7], plotmodel[8], plotmodel[9], plotmodel[10], plotmodel[1l1l],
plotmodel[12], plotmodel[13], plotmodel[1l4], plotmodel [15]}]
Print["Data to be modeled:"]

Print["x n, Ny
data2fit // TableForm
Print["Model ", "SSE", "Model"]

TableForm[Tablef{FitModel[i}, SSExror{i}, m[x, i]}, {i, 1, 15}1}



The following output is a combination of 15 models from the polynomial family up to the
3" order. From this graph, you can conclude that there are a few functions that fit the
data in a similar manner. In the Sum Squared Error (SSE) table, you can see that these
functions share a similar SSE. We can guess that a further exploration of the 4" order
polynomials will yield similar results. Once we have reached the n" polynomial, the SSE
will be reduced to zero. Although this is a desired effect, the user can determine the most
appropriate model from this family by the frequency at which a small range of SSE is
reached. Because our model can extend well below and above the domain of the data, we
can graph our model to illustrate extrapolated values. It should become clear that the n®
order polynomial with a SSE of zero is likely inappropriate because of the behavior of the
predicted values when the independent variable is outside the domain of the original data.

SSE Model with Parameters
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CONCLUSIONS

A new Mathematica based computer program is developed and presented as possible
"shareware" for use in building by others a general purpose data-fitting model. It is
envisioned that this program will develop over time as we and others build new families
of basis functions into the program as well as inserting difference error measure
minimization techniques as well. We hope that practitioners and students find this
"shareware" type of program useful and will invest their time to contribute to the
program. New code will be included on our web-site, under construction, with the
contributors' names attached. The potential for improvement is quite substantial. The list
of basis functions could grow dramatically. More goodness of fit measures could be
added. Statistical inference of each parameter estimate could be added. We intend with
this project to get the process started so that the community at large could addtoitina
‘freeware’ manner as time permits.
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