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Abstract

For southern California watersheds, as is the case of most watersheds in the United States, rainfall-runoff data are relatively sparse such that the calibration of a hydrologic model is uncertain. With the large number and types of hydrologic models currently available, the choice of the "best" hydrologic model to use is not clear. Because of the limited data, the hydrologic model must be simple in order to validate parameter values and submodel algorithms. Due to the uncertainty in stream gage data frequency analysis, a level of confidence (e.g., 85%) should be chosen to provide a level of protection against a specified flood return frequency (e.g., 100-year). Due to the calibrated model range and distribution of possible outcomes caused by the uncertainty in modeling parameter values, the use of a regionally calibrated model at an ungauged catchment needs to address the probability that the hydrologic model estimate of flood quantities (e.g., peak flow rates) achieves the level of protection for a specified flood level. In the two papers, a design storm unit hydrograph model is selected (paper I); developed and calibrated with respect to model parameter values and with respect to runoff frequency tendencies (paper II) in order to address each of these issues.
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II. MODEL CALIBRATION

RUNOFF HYDROGRAPH MODEL PARAMETERS

The design storm unit hydrograph model ("model") is based upon several parameters; namely, two loss rate parameters (a phi index coupled with a fixed percentage), an S-graph, catchment lag, storm pattern (shape, location of peak rainfalls, duration), depth-area (or depth-area-duration) adjustment, and the return frequency of rainfall.

Loss Function

The loss function, f(t), used in the "model" is defined by

\[
f(t) = \begin{cases} 
\bar{Y}I(t), & \text{for } \bar{Y}I(t) < F_m \\
F_m, & \text{otherwise}
\end{cases}
\]

(1)

where \( \bar{Y} \) is the low loss fraction and \( F_m \) is a maximum loss rate defined by

\[
F_m = \sum a_p f_{p_j}
\]

(2)

where \( a_p \) is the actual pervious area fraction with a corresponding maximum loss rate of \( f_{p_j} \); the infiltration rate for impervious area is set at zero; and \( I(t) \) is the design storm rainfall intensity at storm time \( t \).

The use of a constant percentage loss rate \( \bar{Y} \) in Eq. 1 is reported in Scully and Bender (1969), Williams et al. (1980), and Schilling and Fuchs (1986). The use of a phi index (\( \phi \)-index) method in effective rainfall calculations is also well-known (e.g., Kibler, 1982).

The low loss rate fraction is estimated from the SCS loss rate equation (U.S. Dept. of Agric., 1972) by

\[
\tilde{Y} = 1 - Y
\]

(3)
where $Y$ is the catchment yield computed by

$$Y = \sum a_j Y_j$$  \hspace{1cm} (4)

In Eq. 4, $Y_j$ is the yield corresponding to the catchment area fraction $a_j$ and is estimated using the SCS curve number (CN) by

$$Y_j = \frac{(P_{24} - Ia)^2}{(P_{24} - Ia + S) P_{24}}$$  \hspace{1cm} (5)

where $P_{24}$ is the 24-hour $T$-year precipitation depth; $Ia$ is the initial abstraction of $Ia = 0.2S$; and $S = (1000/CN) - 10$.

From the above relationships, the low loss fraction, $\bar{Y}$, acts as a fixed loss rate percentage, whereas $F_m$ serves as an upper bound to the possible values of $f(t) = \bar{Y}I(t)$.

Values for $F_m$ are based on the actual pervious area cover percentage ($a_p$) and a maximum loss rate for the pervious area, $F_p$. Values for $F_p$ are developed from rainfall-runoff calibration studies of several significant storm events for several watersheds within the region under study. Further discussions regarding the estimation of parameter values are contained in a subsequent section.
A distinct advantage afforded by the loss function of Eq. 1 over loss functions such as Green-Ampt or Horton is that the effect of the location of the peak rainfall intensities in the design storm pattern on the model peak flow rate \( Q \) becomes negligible. That is, front-loaded, middle-loaded, and rear-loaded storm patterns all result in nearly equal peak flow estimates. Consequently, the shape (but not magnitude) of the design storm pattern is essentially eliminated from the list of parameters to be calibrated in the runoff hydrograph "model" (although the time distribution of runoff volumes are affected by the location of the peak rainfalls in the storm pattern which is a consideration in detention basin design).

**S-Graph**

The S-graph representation of the unit hydrograph (e.g., McCuen and Bondelid (1983), Chow and Kulandalswamy (1982), Mays and Coles (1980)) can be used to develop unit hydrographs corresponding to various watershed lag estimates. The S-graph was developed by rainfall-runoff calibration studies of several storms for several watersheds. By averaging the S-graphs for each watershed studied, a representative S-graph is developed for each watershed. By comparing the representative S-graphs, regional S-graphs were derived to represent the average of watershed-averaged S-graphs.
Lag

Fundamental to any hydrologic model is a catchment timing parameter. For the "model", watershed lag is defined as the time from the beginning of effective rainfall to that time corresponding to 50-percent of the S-graph ultimate discharge. To estimate catchment lag, it is assumed that lag is related to the catchment time of concentration (Tc) as calculated by a sum of normal depth flow calculated travel times; i.e., a mixed velocity method (e.g. Beard and Chang (1979), McCuen, et al. (1984)). To correlate lag to Tc estimates, lag values measured from watershed calibrated S-graphs were plotted against Tc estimates. A least-squares best fit line gives the estimator

\[
\text{lag} = 0.80Tc
\]  

(6)

Design Storm Pattern

A 24-hour duration design storm composed of nested 5-minute unit intervals (with each principal duration nested within the next longer duration) was adopted as part of the policy. The storm pattern provides equal return frequency rainfalls for any storm duration; i.e., the peak 5-minute, 30-minute, 1-hour, 3-hour, 6-hour, 12-hour, and 24-hour duration rainfalls are all of the selected T-year return frequency. Such a storm pattern construction is found in HEC Training Document No. 15 (1982) which uses a nested central-loaded design storm pattern.

Runoff Hydrograph Model

The "model" produces a time distribution of runoff Q(t) given by the standard convolution integral representation of

\[
Q(t) = \int_{0}^{t} e(s) u(t-s) \, ds
\]  

(7)

where Q(t) is the catchment flow rate at the point of concentration;
e(s) is the effective rainfall intensity; and u(x) is the unit hydrograph developed from the particular S-graph. In Eq. 7, e(s) represents the time distribution of the 24-hour duration design storm pattern modified according to depth-area effects and then further modified according to the loss function definition of Eq. 1.

In the use of Eq. 7 for a particular watershed, an estimate of catchment lag is used to construct a unit hydrograph u(x). Then, based on the catchment area (depth-area adjustment) and loss rate characteristics, e(s) is determined. Because the peak flow rate $Q_p = \max Q(t)$ shows a negligible variation due to a change in storm pattern shape (except for a severe front loaded, near-monotonically decreasing pattern or a rear loaded, near-monotonically increasing pattern); the model parameters that affect $Q_p$ are loss rates ($\bar{Y}$ and $F_p$), S graphs, lag estimates, depth-area adjustment curve set, and design storm rainfall return frequency. Note that $F_m$ is not a calibration parameter as $F_m = a_p F_p$ where $a_p$ is the actual measured pervious area fraction.

PARAMETER CALIBRATION

Considerable rainfall-runoff calibration data has been prepared by the Corps of Engineers COE for use in their flood control design and planning studies. Much of this information has been prepared during the course of routine flood control studies in Orange County and Los Angeles County, but additional information has been compiled in preliminary form for ongoing COE studies for the massive Santa Ana River project (Los Angeles County Drainage Area, or LACDA). The watershed information available
includes rainfall-runoff calibration results for three or more significant storms for each watershed, developing optimized estimates for the S-graph, lag, and loss rate at the peak rainfall intensities. Although the COE used a more rational Horton type loss function which decreases with time, only the loss rate that occurred during the peak storm rainfalls was used in the calibration effort reported herein.

A total of 12 watersheds were considered in detail for our study. Seven of the watersheds are located in Los Angeles County while the other five catchments are in Orange County (Fig. 1). Several other local watersheds were also considered in light of previous COE studies that resulted in additional estimates of loss rates, S-graphs, and lag values. Table 1 provides an itemization of data obtained from the COE studies, and watershed data assumed for catchments considered hydrologically similar to the COE study catchments.
<table>
<thead>
<tr>
<th>Watershed Name</th>
<th>Area (mi²)</th>
<th>Length of Geometry (mi)</th>
<th>Length of Centroid (mi)</th>
<th>Percent Impervious (%)</th>
<th>Tc (Hrs)</th>
<th>Storm Date</th>
<th>Peak Fp (inch/hr)</th>
<th>Lag (hrs)</th>
<th>Basin Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alhambra Wash¹</td>
<td>13.67</td>
<td>8.62</td>
<td>4.17</td>
<td>45</td>
<td>0.89</td>
<td>Feb.78</td>
<td>0.59, 0.24</td>
<td>0.62</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mar.78</td>
<td>0.35, 0.09</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Feb.80</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compton²</td>
<td>24.66</td>
<td>12.69</td>
<td>6.63</td>
<td>55</td>
<td>2.22</td>
<td>Feb.78</td>
<td>0.36</td>
<td>0.94</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mar.78</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Feb.80</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verdugo Wash²</td>
<td>26.8</td>
<td>10.98</td>
<td>5.49</td>
<td>316.9</td>
<td>20</td>
<td>--</td>
<td>0.65</td>
<td>0.64</td>
<td>0.016</td>
</tr>
<tr>
<td>Limekiln¹</td>
<td>10.3</td>
<td>7.77</td>
<td>3.41</td>
<td>295.7</td>
<td>25</td>
<td>--</td>
<td>0.27</td>
<td>0.27</td>
<td>0.026</td>
</tr>
<tr>
<td>San Jose²</td>
<td>83.4</td>
<td>23.00</td>
<td>8.5</td>
<td>60.0</td>
<td>18</td>
<td>Feb.78</td>
<td>0.20</td>
<td>1.66</td>
<td>0.020</td>
</tr>
<tr>
<td>Sepulveda²</td>
<td>152.0</td>
<td>19.0</td>
<td>9.0</td>
<td>143.0</td>
<td>24</td>
<td>--</td>
<td>0.22, 0.21</td>
<td>1.12</td>
<td>0.017</td>
</tr>
<tr>
<td>Eaton Wash¹</td>
<td>11.02</td>
<td>8.14</td>
<td>3.41</td>
<td>90.9</td>
<td>40</td>
<td>1.05</td>
<td>---</td>
<td>---</td>
<td>0.015⁶</td>
</tr>
<tr>
<td>(57%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rubio Wash¹</td>
<td>12.20</td>
<td>9.47</td>
<td>5.11</td>
<td>125.7</td>
<td>40</td>
<td>0.68</td>
<td>---</td>
<td>---</td>
<td>0.015⁵</td>
</tr>
<tr>
<td>(3%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arcadia Wash¹</td>
<td>7.70</td>
<td>5.87</td>
<td>3.03</td>
<td>156.7</td>
<td>45</td>
<td>0.60</td>
<td>---</td>
<td>---</td>
<td>0.015³</td>
</tr>
<tr>
<td>(14%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comptoni¹</td>
<td>15.08</td>
<td>9.47</td>
<td>3.79</td>
<td>24.3</td>
<td>55</td>
<td>1.92</td>
<td>---</td>
<td>---</td>
<td>0.015⁵</td>
</tr>
<tr>
<td>Dominguez¹</td>
<td>37.30</td>
<td>11.36</td>
<td>4.92</td>
<td>7.9</td>
<td>60</td>
<td>2.08</td>
<td>---</td>
<td>---</td>
<td>0.015⁵</td>
</tr>
<tr>
<td>Santa Ana Delhi³</td>
<td>17.6</td>
<td>8.71</td>
<td>4.17</td>
<td>16.0</td>
<td>40</td>
<td>1.73</td>
<td>---</td>
<td>---</td>
<td>0.05³²</td>
</tr>
<tr>
<td>Westminster³</td>
<td>6.7</td>
<td>5.65</td>
<td>1.39</td>
<td>13</td>
<td>40</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>0.079³</td>
</tr>
<tr>
<td>El Modena-Irvine³</td>
<td>11.9</td>
<td>6.34</td>
<td>2.69</td>
<td>52</td>
<td>40</td>
<td>0.78</td>
<td>---</td>
<td>---</td>
<td>0.040¹⁰</td>
</tr>
<tr>
<td>Garden Grove-Wintersberg¹</td>
<td>20.8</td>
<td>11.74</td>
<td>4.73</td>
<td>10.6</td>
<td>64</td>
<td>1.98</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>San Diego Creek¹</td>
<td>36.8</td>
<td>14.2</td>
<td>8.52</td>
<td>95.0</td>
<td>20</td>
<td>1.39</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Notes:
1: Watershed Geometry based on review of quadrangle maps and LACFCO stream drain maps.
2: Watershed Geometry based on COE LACDA Study.
3: Watershed Geometry based on COE Reconstitution Study for Santa Ana Delhi and Westminster Channels (June, 1983).
4: Area reduced 57% due to several debris basins and Eaton Wash Dam reservoir, and groundwater recharge ponds.
5: Area reduced 3% due to debris basin.
6: Area reduced 14% due to several debris basins.
7: 0.013 basin factor reported by COE (subarea characteristics, June, 1984).
8: 0.015 basin factor assumed due to similar watershed values of 0.015.
9: Average basin factor computed from reconstitution studies.
10: COE recommended basin factor for flood flows.
Catchment Descriptions

The key catchments utilized for the calibration of the "model"
design storm are Alhambra, Arcadia, Compton1 (at 120th Street),
Compton2 (at Greenleaf), Dominguez, Eaton, and Rubio Washes. Although
other watersheds were considered in the study (see Table 1) for the
population of the parameter value distributions, the seven key catch-
ments were considered similar to the region where the "model" is intended
for use (the valley area of Orange County) and are used to develop flood
frequency estimates.

Four of the seven catchments have been fully urbanized for 20 to
30 years, with efficient interior storm drain systems draining into a
major concrete channel. Additionally, all of the major storm events
have occurred during the gage record of full urbanization; hence, the
gage record can be assumed to be essentially homogeneous (nevertheless,
adjustments were made in this study to account for the urbanization
effects). Storm drain system maps for the entire catchment were ob-
tained from the Los Angeles County Flood Control District.

Arcadia and Rubio Washes were also fully urbanized and drained
except for the foothill areas which account for 14% and 3% of the total
catchment area, respectively. In both cases, debris dams (five in Arcadia,
one in Rubio) intercept the foothill (most upstream area of the catchment)
runoff. The sensitivity of the "model" results to including the foothill
area without debris dams versus excluding the foothill area entirely are
minor. Due to the increased loss rates and overall catchment lag, in-
clusion or exclusion of the foothill areas result in less than a ±5%
variation in runoff estimates from the "model". Hence, the foothill area
was excluded from each of the catchment analysis.
Eaton Wash is also fully urbanized and drained except for 57% of the total catchment area which is upstream of the Eaton Wash dam and water conservation spreading grounds. A review of the dam operation records indicated that the Eaton Wash stream gage record was impacted by outflows from the Eaton Wash dam by only three storms of the 27 year record (1969, 1980 and 1983 storms). The stream gage record was therefore modified according to the dam outflow hydrographs for these three storms. Hence, only the fully urbanized portion of Eaton Wash was used for the "model" calibration purposes.

Although all seven catchments are within a close vicinity of each other, they are located in two distinct groupings. Compton1, Compton2 and Dominguez are all neighboring catchments; whereas Arcadia, Alhambra, Eaton, and Rubio Washes are all located side-by-side with the same exposure to the incoming coastal storms. Because of the close similarities of the catchments in each of the two groupings, correlations between stream gage records are possible, which can then be used to supply any missing data points in the gage records or to check on the appropriateness of any adjustments made to the gage records due to dams, debris dams, or due to the effects of urbanization.
Peak Loss Rate, $F_p$

From Table 1, several peak rainfall loss rates are tabulated which include, when appropriate, two loss rates for double-peak storms. The range of values for all $F_p$ estimates lies between 0.30 and 0.65 inch/hour with the highest value occurring in Verdugo Wash which has substantial open space in foothill areas. Except for Verdugo Wash, $0.20 \leq F_p \leq 0.60$ which is a variation in values of the order noted for Alhambra Wash alone. Figure 2 shows a histogram of $F_p$ values for the several watersheds. It is evident from the figure that 88 percent of $F_p$ values are between 0.20 and 0.45 inch/hour, with 77 percent of the values falling between 0.20 and 0.40 inch/hour. Consequently, a regional mean value of $F_p$ equal to 0.30 inch/hour is proposed; this value contains nearly 80 percent of the $F_p$ values, for all watersheds, for all storms, within 0.10 inch/hour.

S-Graph

Each of the watersheds listed in Table 1 has S-graphs developed for each of the storms where peak loss rate values were developed. For example, Fig. 3 shows the several S-graphs developed for Alhambra Wash. By averaging the several S-graph ordinates (developed from rainfall-runoff data), an average S-graph was obtained. By combining the several watershed average S-graphs (Fig. 4) into a single plot, an average of averaged S-graphs is obtained. This regionalized S-graph (Urban S-graph in Fig. 4) can be proposed as a regionalized S-graph for the several watersheds. Indeed, the variation in S-graphs for a single watershed for different storms (see Fig. 3) is of the order of magnitude
of variation seen between the several catchment averaged S-graphs. Such a regionalized S-graph can be developed for general regions classified as Valley, Foothill, Mountain, and Desert when the runoff data indicates similar tendencies. In this study, however, only the Valley region runoff data was considered.

In order to quantify the effects of variations in the S-graph due to variations in storms and in watersheds (i.e., for ungauged watersheds not included in the calibration data set), the scaling of Fig. 5 was used where the variable "X" signifies the average value of an arbitrary S-graph as a linear combination of the steepest and flattest S-graphs obtained. That is, all the S-graphs (all storms, all catchments) lie between the Feb. 1978 storm Alhambra S-graph (X = 1) and the San Jose S-graph (X = 0). To approximate a particular S-graph of the sample set,

\[ S(X) = X S_1 + (1-X) S_2 \]  

(8)

where \( S(X) \) is the S graph as a function of \( X \), and \( S_1 \) and \( S_2 \) are the Alhambra (Feb. 1978 storm) and San Jose S graphs, respectively. Figure 6 shows the population distribution of \( X \) where each watershed is weighted equally in the total distribution (i.e., each watershed is represented by an equal number of \( X \) entries). Table 2 lists the \( X \) values obtained from the Fig. 5 scalings of each catchment S-graph. In the table, an "upper" and "lower" \( X \)-value that corresponds to the \( X \) coordinate at 80 percent and 20 percent of ultimate discharge values, respectively, is listed. An average of the upper and lower \( X \) values is used in the population distribution of Fig. 6.
<table>
<thead>
<tr>
<th>WATERSHED NAME</th>
<th>STORM</th>
<th>X(UPPER)</th>
<th>X(LOWER)</th>
<th>X(AVG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alhambra</td>
<td>Feb. 78</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Feb. 80</td>
<td>0.95</td>
<td>0.60</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Mar. 78</td>
<td>0.70</td>
<td>0.80</td>
<td>0.75</td>
</tr>
<tr>
<td>Limekiln</td>
<td>Feb. 78</td>
<td>0.50</td>
<td>0.80</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Feb. 80</td>
<td>0.80</td>
<td>1.00</td>
<td>0.90(2)</td>
</tr>
<tr>
<td>Supulveda</td>
<td>AVG.</td>
<td>0.90</td>
<td>0.80</td>
<td>0.85(3)</td>
</tr>
<tr>
<td>Compton</td>
<td>AVG.</td>
<td>0.90</td>
<td>1.00</td>
<td>0.95(3)</td>
</tr>
<tr>
<td>Westminster</td>
<td>AVG.</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60(3)</td>
</tr>
<tr>
<td>Santa Ana Deli</td>
<td>AVG.</td>
<td>0.80</td>
<td>1.00</td>
<td>0.90(3)</td>
</tr>
<tr>
<td>Urban</td>
<td>AVG.</td>
<td>0.90</td>
<td>0.80</td>
<td>0.85</td>
</tr>
</tbody>
</table>

In the table, the numbers in parenthesis indicate a weighting of the average X value. That is, due to only the average S-graph (previously derived by the COE) being available, it is weighted to be equally represented in the sample set with respect to the other catchments. All the catchments listed in the table are considered to be "Valley" type watersheds that are fully developed with only minor (if any) effects due to foothill terrain.
Catchment Lag

In Table 2, the Urban S-graph, which represents a regionalized S-graph for urbanized watersheds in valley type topography, has an associated X value of 0.85. When the Urban S-graph is compared to the standard SCS S-graph, a striking similarity is seen (Fig. 7). Because the new Urban S-graph is a near duplicate of the SCS S-graph, it was assumed that catchment lag (COE definition) is related to the catchment time of concentration, Tc, as is typically assumed in the SCS approach.

Catchment Tc values are estimated by subdividing the watershed into subareas with the initial subarea less than 10 acres and a flow-length of less than 1000 feet. Using a Kirpich formula, an initial subarea Tc is estimated, and a Q is calculated. By subsequent routing downstream of the peak flowrate (Q) through the various conveyances (using normal depth flow velocities) and adding estimated successive subarea contributions, a catchment Tc is estimated as the sum of travel times analogous to a mixed velocity method.

Lag values are developed directly from available COE calibration data, or by using "basin factor" calibrated from neighboring catchments (see Fig. 1). The COE standard lag formula is:

$$\text{lag (hours)} = 24 \cdot n \left( \frac{L_{ca}}{s^{0.5}} \right)^{0.38}$$

(9)

where L is the watershed length in miles; L_{ca} is the length to the centroid along the watercourse in miles; s is the slope in ft/mile; and n is the basin factor.
Because Eaton Wash, Rubio Wash, Arcadia Wash and Alhambra Wash are all contiguous (see Fig. 1), have similar shape, slopes, development patterns, and drainage systems, the basin factor of \( n = 0.015 \) developed for Alhambra Wash was also used for the other three neighboring watersheds. Then the lag was estimated using Eq. 9.

Compton Creek has two gages, and the \( n = 0.015 \) developed for Compton2 was also used for the Compton1 gage. The Dominguez catchment, which is contiguous to Compton Creek, is also assumed to have a lag calculated from Eq. 9 using \( n = 0.015 \).

The Santa Ana-Delhi and Westminster catchment systems of Orange County have lag values developed from prior COE calibration studies. Figure 8 provides a summary of the local lag versus \( T_c \) data. A least-squares best fit results in:

\[
\text{lag} = 0.72 T_c
\]

McCuen et al. (1984) provide additional measured lag values and mixed velocity \( T_c \) estimates which, when lag is modified according to the COE definition, can be plotted with the local data such as shown in Fig. 9. A least-squares best fit results in:

\[
\text{lag} = 0.80 T_c
\]

In comparison, McCuen (1982) gives standard SCS relationships between lag, \( T_c \), and time-to-peak \( T_p \) which, when modified to the COE lag definition, results in:

\[
\text{lag} = 0.77 T_c
\]
Adopting a lag of 0.80Tc as the estimator, the distribution of (lag/Tc) values with respect to Eq. 11 is shown in Fig. 10.

PARAMETER VERIFICATION

The three parameter distributions of loss rate $F_p$ values, S-graph, and lag were used to simulate a severe storm of March 1, 1983, which was not included in the calibration set of storms. The March 1, 1983 storm was a multi-peaked storm event and the resulting model results for each of the Los Angeles watersheds are shown in Table 3.

The values for parameters used in the modeling results of Table 3 are $F_p = 0.30$ inch/hour; pervious cover = actual value; Urban S-graph; measured gage rainfall and storm pattern; and computed lag values from Eq. 11. Two sets of values for the low loss fraction, $\bar{Y}$, were used; namely (i) $\bar{Y}$ estimated from Eq. 3, and (ii) $\bar{Y}$ calibrated by taking $\bar{Y}$ equal to 1 - (measured storm runoff volume)/(measured storm rainfall). This second value of $\bar{Y}$ was calibrated (rather than using Eq. 3 due to the obvious variation in rainfall intensities over the watershed for the March 1 storm. Figure 11a provides a comparison between measured and modeled runoff hydrographs. Figure 11b shows the point rainfalls recorded at various gage locations. A comparison of Table 3 modeling results with other modeling results reported by Loague and Freeze (1985), HEC Research Note No. 6 (1979), and the HEC Technical Paper No. 59 (Abbott, 1978) shows that the subject modeling verification results are promising.
### TABLE 3. MARCH 1, 1983, PEAK FLOW ESTIMATES

<table>
<thead>
<tr>
<th>Watershed</th>
<th>Time (Hours)</th>
<th>Recorded Q (CFS)</th>
<th>Regional Model</th>
<th>Calibrated to Low Loss Fraction, y</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Std. Time Q (CFS)</td>
<td>Modeled Q (CFS)</td>
</tr>
<tr>
<td>Arcadia(^1)</td>
<td>0615</td>
<td>1460</td>
<td>0555</td>
<td>1830</td>
</tr>
<tr>
<td></td>
<td>0845</td>
<td>3660</td>
<td>0900</td>
<td>3490</td>
</tr>
<tr>
<td></td>
<td>1215</td>
<td>4110</td>
<td>1215</td>
<td>1275</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1340</td>
<td>1925</td>
<td>3550</td>
</tr>
<tr>
<td>Eaton(^2,4)</td>
<td>0619</td>
<td>1780</td>
<td>0720</td>
<td>2005(+150)</td>
</tr>
<tr>
<td></td>
<td>0904</td>
<td>4300</td>
<td>0925</td>
<td>5420(+150)</td>
</tr>
<tr>
<td></td>
<td>1219</td>
<td>5430</td>
<td>1300</td>
<td>2570(+600)</td>
</tr>
<tr>
<td></td>
<td>1934</td>
<td>3080</td>
<td>1950</td>
<td>5160(+750)</td>
</tr>
<tr>
<td>Rubio(^3)</td>
<td>0630</td>
<td>1500</td>
<td>0700</td>
<td>2610</td>
</tr>
<tr>
<td></td>
<td>0900</td>
<td>3760</td>
<td>0905</td>
<td>5980</td>
</tr>
<tr>
<td></td>
<td>1215</td>
<td>2520</td>
<td>1245</td>
<td>2200</td>
</tr>
<tr>
<td></td>
<td>1930</td>
<td>3520</td>
<td>1930</td>
<td>5920</td>
</tr>
<tr>
<td>Alhambra</td>
<td>0615</td>
<td>2290</td>
<td>0710</td>
<td>2405</td>
</tr>
<tr>
<td></td>
<td>0630</td>
<td>7010</td>
<td>0915</td>
<td>6460</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>5300</td>
<td>1255</td>
<td>1700</td>
</tr>
<tr>
<td></td>
<td>1900</td>
<td>5450</td>
<td>1940</td>
<td>9300</td>
</tr>
<tr>
<td>Compton(^2)</td>
<td>0645</td>
<td>3380</td>
<td>0645</td>
<td>1290</td>
</tr>
<tr>
<td></td>
<td>0815</td>
<td>4620</td>
<td>0940</td>
<td>4160</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>2730</td>
<td>1200</td>
<td>2460</td>
</tr>
<tr>
<td></td>
<td>1845</td>
<td>847</td>
<td>1955</td>
<td>970</td>
</tr>
<tr>
<td>Dominguez</td>
<td>0910</td>
<td>930</td>
<td>0925</td>
<td>6915</td>
</tr>
<tr>
<td></td>
<td>1206</td>
<td>6180</td>
<td>1240</td>
<td>4180</td>
</tr>
<tr>
<td></td>
<td>1900</td>
<td>2400</td>
<td>1955</td>
<td>1735</td>
</tr>
<tr>
<td></td>
<td>2400</td>
<td>1700</td>
<td>2440</td>
<td>1905</td>
</tr>
</tbody>
</table>

Notes:
1. Area reduced 14% due to Debris Basins
2. Area reduced 57% due to Eaton Dam
3. Area reduced 3% due to Debris Basins
4. ( ) added to modeled Q's to account for Eaton Wash Dam outflow (per LACFCD 1983 Storm Report)
PARAMETER UNCERTAINTY AND MODEL RESPONSE

The design storm/unit hydrograph model is to be used in Orange County for flood control study purposes. Due to the rapid urbanization of Orange County reflected in the local gage records, considerable uncertainty would result in modifying Orange County gage records for the effects of urbanization. In contrast, the Los Angeles gage records reflect nearly stable, fully developed conditions for over 30 years of record. Another important factor in the use of gage data is that the Orange County catchments typically have significant constrictions which severely impact the calibration of S-graphs and lag values but would be removed ultimately with further development.

In comparison, the Los Angeles gage records have nearly homogeneous gage records with free flowing, fully developed drainage systems. Additionally, the Los Angeles gages are within 10 miles of Orange County and are all subject to similar coastal influence. Consequently, the Orange County hydrology model is calibrated to the Los Angeles gage data, so that it can be transferred for use in Orange County watersheds. As a result, all parameter estimates from a standardized hydrology manual contain uncertainty. However, it is important to recognize that parameter estimates at a gage site are also uncertain, but the level of uncertainty would be much less than what occurs at an ungaged site.

Each of the "model" parameters (lag, \( F_p \), and S-graph) for the Orange County watersheds are assumed to have the probability distribution functions (pdf) shown in a discrete histogram form in Figs. 2, 6, and 10 for \( F_p \), \( S(X) \), and lag = 0.8Tc, respectively. For example, if the "model" is applied at a gaged site, say Alhambra Wash, then the
variability in the S graph is not given by Fig. 6 for S(X), where
0.60 ≤ X ≤ 1, but for 0.75 ≤ X ≤ 1 (see Table 2). Similarly, the
estimate for lag is much more certain for Alhambra Wash than shown
in Fig. 10. Consequently, the uncertainty in the "model" output for
a gaged site will show a significantly smaller range in possible out-
comes than if the total range of parameter values of Figs. 6 and 10 are
assumed (as is done for the unaged sites, or sites where an inadequate
length of data exist for a constant level of watershed development).

In Orange County, it is assumed that any of the parameter values
can take the values shown in Figs. 2, 6, and 10 with the indicated
frequencies. That is, a particular watershed may respond equally likely
as Alhambra Wash or Comptoni, or any of the catchments used in the cali-
bration effort. Because the several catchment parameter values vary and
overlap, the overall frequency of parameter value occurrences are assumed
given by the distributions shown.

To evaluate the "model" uncertainty, a simulation that exhausts
all combinations of parameter values shown in the pdf distribution was
prepared. Because the lag/Tc plot is a function of Tc, several Tc values
were assumed and lag values varied freely according to Fig. 10. The re-
resulting Q/Qm distribution is shown in Fig. 12 for the case of Tc equal
to 1 hour and a watershed area of 1 square mile (hence, depth-area adjust-
ments are not involved). In the figure, Q is a possible model peak flow
rate outcome, and Qm is the peak flow rate obtained from the "model"
assuming lag equal to 0.8 Tc, Fp equal to 0.30 inch/hour, and X equal to
0.85 (Urban S-graph). The Q/Qm plots were all very close to Fig. 12 as a
function of Tc; therefore, Fig. 12 is taken to represent the overall
Q/Qm distribution for watershed areas less than 1 mi².
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The results of Fig. 12 show that a flood control hydrology manual which stipulates a procedure for estimating peak flow rates has an associated \( Q/Q_m \) distribution that represents the variation in possible true values of \( Q \) (if the parameters were known exactly) from the design value \( Q_m \) used for flood control design purposes. This modeling uncertainty must be coupled to flood frequency estimate uncertainty in order to achieve a specified level of confidence that \( Q_m \) provides a given level of flood protection.

Not reflected in Fig. 12 is the additional uncertainty due to the choice of depth-area adjustments. One frequently used set (e.g., HEC TD#15, 1982) is the NOAA Atlas 2 data, which provide adjustments for 30-minute, 1-, 3-, 6-, and 24-hour durations. Another candidate set of curves are the COE-developed Sierra-Madre storm depth-area adjustments for use in southern California. The variation in adjustment factors is shown in Fig. 13. With only two data points for a pdf distribution, a statistical evaluation is impossible. However, it is assumed that the COE adjustment factors are more appropriate for the southern California region than the NOAA Atlas 2 curves, which are 'regionalized' for the entire United States. Consequently, depth-area effects are being considered "exactly known" in a probabilistic sense, which implies (incorrectly) that there is no significant uncertainty in the adjustment factors used.

The effects on model certainty due to the choice of either set of depth-area relationships is reflected in Figs. 14-16. The figures show the distribution of \( Q/Q_m \) for watershed areas of 5, 50, and 100 mi\(^2\), respectively, and for an intermediate design storm frequency of 25 years.
In Fig. 15 it is seen that the COE depth-area curves result in such a significant adjustment of point rainfall values in the design storm that the Q/Qm range of outcomes is considerably less than when using the NOAA Atlas 2 set. That is, the error distribution of the "model" Q/Qm has a smaller range of values when using the COE depth-area curves than when using the NOAA Atlas 2 curves.

An important question arises as to whether or not the distribution of outcomes from the calibrated model can be reduced (i.e., the model made more certain) by introducing additional parameters. It is not clear in the current literature whether such a claim has validity. However, some pointed remarks can be taken from Klemes and Bulu (1979) who evaluate the "limited confidence in confidence limits derived by operational stochastic hydrologic models." They note that advocates of modeling "sidestep the real problem of modeling--the problem of how well a model is likely to reflect the future events--and divert the user to a more tractable, though less useful, problem of how best to construct a model that will reproduce the past events." In this fashion, "by the time the prospective modeler has dug himself out of the heaps of technicalities, he either will have forgotten what the true purpose of modeling is or will have invested so much effort into the modeling game that he would prefer to avoid questions about its relevance."

Of special interest is their conclusion that "Confidence bands derived by more sophisticated models are likely to be wider than those derived by simple models." That is, "the quality of the model increases with its simplicity."
In a reply by Nash and Sutcliffe (1971) to comments by Fleming (1971), the simple model structure used by Nash and Sutcliffe (1971) is defended as to modeling completeness in comparison to the Stanford Watershed Model variant, HSP. Nash and Sutcliffe write that "...We believe that a simple model structure is not only desirable in itself but is essential if the parameter values of the component parts are to be determined reliably through an optimization procedure.... One must remember that the data always constitute a limited sample and the optimized values are 'statistics' derived from this sample and therefore subject to sampling variance. The more complex the model structure the greater is the difficulty in obtaining optimum parameter values with low sampling variance. This difficulty becomes particularly acute...when two or more model components are similar in their operation...."

Should a comparison be made between a simple model, such as described herein, and an 'advanced model', the results would not be conclusive. As Nash and Sutcliffe write that "...The more complex model would almost certainly provide a better fit, as a linear regression analysis on a large number of variables will almost invariably provide a better fit than one of those independent variables whose significance has been established." Hence, the hydrologist must be careful to evaluate modeling results obtained from a verification test rather than obtained from a calibration data set. Nash and Sutcliffe also note the dominating importance of errors in rainfall and effective rainfall estimates in complex models such as HSP: "We wonder, however, how the parameters expressing spatial variation of rainfall or infiltration capacity, can be optimized at all, let alone with stability or significance, in the typical case where the short-term rainfall data are based on a single recording rain gauge, as in Dr. Fleming's first example."
FLOOD FREQUENCY ANALYSIS

Adjustment for the Effects of Urbanization

In order to calibrate the design storm of the "model", flood frequency curve development was required. Seven of the Los Angeles County stream gage records show only minor effects due to urbanization and, therefore, required only a small amount of adjustment in order to develop a homogeneous gage record. The near homogeneity of the record is due to two major factors: (1) the watersheds have been fully urbanized for the last several decades, and (2) most of the major storms occurred during the period of full urbanization. The hydrologic stream gage adjustment procedure used for this study is presented in a paper by McCuen and Hromadka (1986).

With the stream gage data now adjusted for the effects of urbanization, a flood frequency analysis can be prepared. However, it is noted that uncertainty in the data adjustment procedure must exist due to the use of an adjustment model with a range of possible outcome values similar in concept to the Q/Qm distribution of Fig. 12. Therefore, in the choice of gage data for flood frequency analysis, the final results need to be evaluated in terms of a pdf about the so-called homogeneous gage record. Should the data require negligible adjustments, then the level of uncertainty introduced into the data by adjustments using an uncertain model is assumed to also be negligible. Because the data in our study required only a minor adjustment, no further investigation as to the distribution of this source of uncertainty was conducted.
Development of Confidence Intervals

Given several annual series of homogeneous stream gage data for the fully urbanized watersheds considered, a statistical analysis is needed to develop the confidence intervals for the flood design values of the several T-year return frequency floods (e.g., 2-year, 5-year, ..., 100-year).

The estimation of the T-year flood is a basic problem in hydrology due to the uncertainty caused by the uncertain estimation of parameters of the flood distribution. This uncertainty can have a significant effect on the flood design value, and its quantification is an important aspect of evaluating the risk involved in a chosen level of flood protection.

The Water Resources Council Bulletin 17B (1981) provide (in the case of a flood distribution whose logarithm is normally distributed) confidence intervals for the T-year flood by the use of the non-central student's t-distribution. The more general case, following the guidelines of Bulletin 17B, is when the logarithm of the flood distribution has a Pearson III distribution with a non-zero skew parameter. This case of non-zero skew is more complicated than the case of lognormally distributed floods, which is the case of zero skew (Bobee, 1979, 1973; Condie, 1977; Hardison, 1976; Kite, 1975, 1977; Stedinger, 1983). In an important paper, Stedinger (1983) shows that the confidence intervals, for quantiles, which are given in the U.S. Water Resources Council guidelines are not satisfactory. He uses a formula due to Kite (1975) and derives an expression for confidence intervals for the quantiles that he shows is satisfactory in several simulations.
Following the above developments, confidence intervals for the flood design values can be determined by simulation. The simulation gives an approximate sampling distribution and so can be used to obtain confidence intervals of various levels and can be also used to quantify the magnitudes and probabilities of various possible errors due to sampling.

Statistical Model Development

Zero skew. Consider the case where \( x \), the logarithm of the maximum annual discharge, has a normal distribution. For the \( T \)-year flood, define the exceedance probability \( p \) by

\[
p = 1 - 1/T
\]

and let \( y_p \) be the \( p \)-th quantile of \( x \):

\[
P(x \leq y_p) = p
\]

It is \( y_p \) that we want to estimate. If the mean \( \mu \) and standard deviation \( \sigma \) of \( x \) were known, then since \( (x-\mu)/\sigma \) has a \( N(0,1) \) distribution, i.e. a normal distribution with mean 0 and standard deviation 1,

\[
(y_p - \mu)/\sigma = z_p
\]

where \( z_p \) is the \( p \)-th quantile for an \( N(0,1) \) distribution. Of course, \( \mu \) and \( \sigma \) are not actually known; we only have estimates for them, \( \hat{\mu} \) and \( \hat{\sigma} \), based on \( m \) data points for \( m \) years of gage data.
It follows that
\[ (y_p - \hat{\mu})/\hat{\sigma} = \left((\mu - \hat{\mu})/\sigma\right) + z_p/(\hat{\sigma}/\sigma). \] (16)

The random variable in brackets in Eq. 16 is distributed as \(Z/\sqrt{m}\), where \(Z\) has a \(N(0,1)\) distribution, and the denominator of Eq. 16 is distributed as \(\sqrt{W}\), where \(W\) has a chi-squared distribution with \(m-1\) degrees of freedom, divided by \(m-1\), which is independent of \(Z\). Thus Eq. 16 can be written as
\[ (1/\sqrt{m})[(Z + z_p\sqrt{m})/\sqrt{W}]. \] (17)

The random variable in brackets in Eq. 17 has a non-central t-distribution, with non-centrality parameter \(\delta = z_p/\sqrt{m}\); the special case \(\delta = 0\) is the student's t-distribution (e.g. Breiman, 1973).

Since the distribution of (16) can be written in terms of the known non-central t-distribution, confidence intervals for \(y_p\) can be developed. For flood control study purposes, the confidence interval used is a one-sided interval that gives an upper bound. The choice of the value \(T\), for the \(T\)-year flood, and the number \(m\) of data points (years of gage record) determine the non-centrality parameter \(\delta\). The other quantity that must be specified is a probability \(p'\) for the one-sided confidence interval. If \(t_p'\) is the \(p'\)-th quantile of this non-central t-distribution, then
\[ P(y_p \leq \hat{\mu} + \hat{\sigma} (t_p'/\sqrt{m})) = p' \] (18)

giving the one-sided 100\(p'\) percent confidence interval for \(y_p\).
Non-zero skew. Let the logarithm $x$ of the yearly peak discharge have a Pearson type III distribution with density function

$$f(x) = (1/\Gamma(b))[\Gamma(b)/a]^{b-1} \exp[-((x-c)/a)] \quad (19)$$

where, in the case of positive "a", the density is given by Eq. 19 for $x>c$ and is zero for $x<c$, while in the case of negative "a" the density is given by Eq. 19 for $x<c$ and is zero for $x>c$. Computing the mean $\mu$, standard deviation $\sigma$, and skew $\gamma$ from Eq. 19 gives (see, for example Hall, 1984)

$$\mu = c + ab$$

$$\sigma^2 = a^2 b$$

$$\gamma^2 = 4/b,$$

where "a" has the same sign as $\gamma$.

In following the guidelines of Bulletin 17B, the skew coefficient $\gamma$ is estimated either from a map of regional skew or from a large pool of data from that region. Consequently, the error in estimating $\gamma$ is of an entirely different kind than that which arises in estimating $\mu$ and $\sigma$ by means of $m$ data points for the specific area for which the $T$-year flood is being estimated. Typically, the station skew differs considerably from the regional skew (resulting in significantly different flood frequency statistics) and a weighted average is developed. However, there is substantial uncertainty as to what the "true" skew is. To proceed with the development, it is assumed that the skew $\gamma$ is given "exactly". What is thereby analyzed is that part of the variability in the estimate of the $T$-year flood that arises from the uncertainty in the estimation of $\mu$ and $\sigma$; this ignores the variability that comes from the
uncertainty in the estimate of $\gamma$. (As an example of the effects of the choice of skew, estimates for $Q_{100}$ in Orange County varied by more than 60 percent depending on whether a station or regional skew is used.)

The form of the density Eq. 19 shows that the random variable

$$Z = (x-c)/a$$

(21)

has the one parameter density

$$g(x) = (1/\Gamma(b))x^{b-1}e^{-x}$$

(22)

for $x>0$ and 0 for $x<0$; i.e., $Z$ has a gamma distribution with shape parameter $b$ and scale parameter $l$.

Introducing the constant $K_p$ defined by

$$y_p = \mu + \sigma K_p$$

(23)

then from Eq. 20,

$$\frac{(y_p - \mu)}{\sigma} = (1/\sqrt{b})[(y_p - c)/a] - \sqrt{b} \text{ if } a > 0$$

(24)

$$\frac{(y_p - \mu)}{\sigma} = (1/\sqrt{b})[(y_p - c)/a] + \sqrt{b} \text{ if } a < 0$$

If $t_q$ is the $100q$-th percentile for the gamma distribution $Z$, then the choice $q=p$ gives the first equation below for $a > 0$, while the second equation follows from the choice $q=1-p$:

$$P\left(\frac{(y_p - \mu)}{\sigma} \leq \frac{(t_p - b)/\sqrt{b}}{\sqrt{b}}\right) = p \text{ if } a > 0$$

$$P\left(\frac{(y_p - \mu)}{\sigma} \leq \frac{(b - t_{1-p})/\sqrt{b}}{\sqrt{b}}\right) = p \text{ if } a > 0.$$  

(25)

That is,

$$K_p = \frac{(t_p - b)/\sqrt{b}}{\sqrt{b}} \text{ for } a > 0,$$

$$K_p = \frac{(b - t_{1-p})/\sqrt{b}}{\sqrt{b}} \text{ for } a < 0.$$  

(26)
As in the case of zero skew,

\[
\left( y_p - \hat{\mu} \right) / \hat{\sigma} = \left( (\mu - \hat{\mu}) / \sigma + k_p \right) / \hat{\sigma} / \sigma \tag{27}
\]

This Eq. 27 shows that the joint distribution of the two random variables in brackets must be found. A substantial simplification can be obtained by writing both of these random variables in term of the \( Z \) of Eq. 21.

Let \( X_1, \ldots, X_m \) be independent, each with a Pearson III distribution and let \( Z_j = (X_j - c) / a \). Then

\[
\hat{\mu} = (1/m) \Sigma X_j = (a/m) \{ \Sigma ((X_j - c) / a) \} + c = a \hat{\mu}_Z + c \tag{28}
\]

where \( \hat{\mu}_Z \) is the estimator for the mean of \( Z \). The customary estimator for \( \hat{\sigma}^2 \) is:

\[
\frac{\hat{\sigma}^2}{\sigma^2} = \frac{1}{ma^2b} \Sigma (X_j - \hat{\mu})^2 = \frac{1}{mb} \Sigma (Z_j - \hat{\mu}_Z)^2 = \hat{\sigma}_Z^2 / b \tag{29}
\]

where \( \hat{\sigma}_Z^2 \) is the customary estimator for the variance \( \sigma_Z^2 \) of \( Z \). Using \( \sqrt{(\hat{\sigma}^2 / \sigma^2)} \) as the estimator for \( \hat{\sigma} / \sigma \), Eq. 29 shows that this estimator is

\[
\hat{\sigma} / \sigma = \hat{\sigma}_Z / \sqrt{b} \tag{30}
\]

Similarly,

\[
(\mu - \hat{\mu}) / \sigma = (b - \hat{\mu}_Z) / \sqrt{b} \text{ for } a > 0, \tag{31}
\]

\[
(\mu - \hat{\mu}) / \sigma = (\hat{\mu}_Z - b) / \sqrt{b} \text{ for } a < 0.
\]

Combining Eqs. 26, 27, 29, and 31 we obtain the final equation set:

\[
\left( y_p - \hat{\mu} \right) / \hat{\sigma} = \left( t_p - \hat{\mu}_Z \right) / \hat{\sigma}_Z \text{ for } a > 0, \tag{32}
\]

\[
\left( y_p - \hat{\mu} \right) / \hat{\sigma} = \left( \hat{\mu}_Z - t_{1-p} \right) / \hat{\sigma}_Z \text{ for } a < 0.
\]
So confidence intervals for \( y_p \) can be obtained if, for \( Z \) having the distribution of Eq. 22, we know the distribution of

\[
\frac{\delta - \hat{\beta}_z}{\hat{\sigma}_z}.
\]

(33)

Confidence intervals are then determined by simulation. Details of the simulation procedure and the computer code can be obtained in Whitley and Hromadka (1986a,b).

POLICY STATEMENT OBJECTIVE

In order to calibrate the "model" design storm so that the peak flow rate estimates represent local stream gage flood frequency tendencies, an objective for flood protection must be specified. That is, not only is a 100-year flood (for example) selected as a targeted level of flood protection, but also a level of confidence in estimating (or exceeding) the 100-year flood must be specified. This specification for a hydrologic model becomes part of the local agency's policy statement for flood control.

In this application, the policy statement objective is that an 85 percent confidence in design flow estimates be achieved:

\[
P(Q^T_m \geq Q_T) = 0.85
\]

(34)

where \( Q^T_m \) is the T-year design storm unit hydrograph model peak flow rate, and \( Q_T \) is the "true" T-year flood flow rate. From the simulation of the adjusted stream gage data, several confidence levels in stream gage data for the \( Q_{100} \) estimates are listed in Table 4. Estimates of the T-year flood at a 85 percent confidence level are provided in Table 5.
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TABLE 4. SIMULATION RESULTS IN ESTIMATING Q_{100}

<table>
<thead>
<tr>
<th>record number of years</th>
<th>Watershed Name</th>
<th>Confidence Level Q(cfs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>25%</td>
</tr>
<tr>
<td>54</td>
<td>ALHAMBRA</td>
<td>7659</td>
</tr>
<tr>
<td>28</td>
<td>ARCADIA</td>
<td>4429</td>
</tr>
<tr>
<td>27</td>
<td>COMPTON1</td>
<td>5563</td>
</tr>
<tr>
<td>56</td>
<td>COMPTON2</td>
<td>7769</td>
</tr>
<tr>
<td>16</td>
<td>DOMINGUEZ</td>
<td>18262</td>
</tr>
<tr>
<td>28</td>
<td>EATON</td>
<td>6307</td>
</tr>
<tr>
<td>54</td>
<td>RUBIO</td>
<td>4667</td>
</tr>
</tbody>
</table>

TABLE 5. T-YEAR FLOOD ESTIMATES

<table>
<thead>
<tr>
<th>Watershed Name</th>
<th>At 85% Confidence Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>ALHAMBRA</td>
<td>3100</td>
</tr>
<tr>
<td>ARCADIA</td>
<td>1610</td>
</tr>
<tr>
<td>COMPTON1</td>
<td>2296</td>
</tr>
<tr>
<td>COMPTON2</td>
<td>2899</td>
</tr>
<tr>
<td>DOMINGUEZ</td>
<td>7702</td>
</tr>
<tr>
<td>EATON</td>
<td>2566</td>
</tr>
<tr>
<td>RUBIO</td>
<td>2152</td>
</tr>
</tbody>
</table>
In the development of the confidence limit values of Tables 4 and 5, the computed skew used for each station is the Bulletin 17B recommended weighted average of a regional skew and station skew. Here, the station skew used is developed from the adjusted annual series (adjusted for urbanization effects), and the regional skew used is based on regionalization of the adjusted station skews (7 gages).
DESIGN STORM CALIBRATION

"Model" Parameters

Because of the choice of loss rates in Eq. 1, the location of the peak rainfalls in the design storm and the shape of the storm pattern are essentially removed as calibration variables in the "model" (there is some effect by arranging the design storm pattern to be monotonically increasing or decreasing; however, such a pattern is considered unlikely based on the typical shape of storm patterns observed). Additionally, the "model" can be calibrated to local flood frequency tendencies using only the following parameters: $F_p$ equal to 0.30 inch/hour; $a_p$ equal to actual measured pervious area fraction Urban S-graph ($X$ equal to 0.85); lag equal to $0.8T_c$; $\bar{v}$ based on Eq. 3 using the SCS curve number and 24-hour storm precipitation; the COE depth-area curves; and the return frequency of the rainfall (T-year) used in the design storm.

$T_c$ estimates are derived for each catchment (urbanized portions) using the summation of travel times. It was noted that when using preliminary estimates, which were eventually shown to be reasonably close to the final estimates, for T-year flow rates to calculate travel times, the variation in $T_c$ values was minor, on the order of 10 percent, between 2-year and 100-year storm approximations. Estimates for $a_p$ were obtained from COE calibration data and are held constant for all storms. $\bar{v}$ varied according to the selected 24-hour precipitation and soil cover curve number (held constant). Finally, the S-graph, $F_p$ equal to 0.30 inch/hour, and COE depth-area curves are "constants". Therefore, only one parameter is varied for the "model" calibration: the design storm return frequency (T-year).
Design Storm Calibration Procedure

For each of the seven catchments, values for Fm (Fm = a_p F_p), \( \bar{Y} \) as a function of curve number and \( P_{24} \), and lag were developed (see Table 6). Because lag varied only slightly for T-year storm estimates of \( T_c \), a constant lag is used for each catchment.

The objective function, \( X_T \), used to calibrate the design storm is

\[
X_T(t) = \frac{\sum_{i=1}^{m} \left( \hat{Q}_i^T - Q_i^T \right) A_i/Q_i^T}{\sum_{i=1}^{m} A_i}
\]  

(35)

where \( X_T(t) \) is the objective function considered at the T-year flood; \( \hat{Q}_i^T \) is the "model" peak flow estimate for catchment \( i \) using a t-year design storm; \( Q_i^T \) is the catchment i 85 percent confidence level T-year flood computed from the adjusted stream gage data and the simulation procedure (see Table 5); and \( A_i \) is the catchment i area. Consequently, the objective function provides an area weighted fit of "model" relative errors in achieving the desired flood control level of protection.

The design storm of the "model" is calibrated for the T-year flood protection level by finding the t that satisfies

\[
X_T(t) = 0
\]  

(36)

Figure 17 shows the variation in \( X_T(t) \) as a function of t, for \( T = 2\text{-}, 5\text{-}, 10\text{-}, 25\text{-}, 50\text{-}, \) and 100-year events.
### TABLE 6. MODEL PARAMETER VALUES

<table>
<thead>
<tr>
<th>Watershed</th>
<th>$a_p^1$</th>
<th>$F_p$(in/hr)</th>
<th>$F_m$(in/hr)</th>
<th>CN$^2$</th>
<th>Low Loss Fraction ($\hat{\gamma}$)</th>
<th>2 yr</th>
<th>5 yr</th>
<th>10 yr</th>
<th>25 yr</th>
<th>50 yr</th>
<th>100 yr</th>
<th>LAG(hrs)$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcadia</td>
<td>0.55</td>
<td>0.30</td>
<td>0.165</td>
<td>56</td>
<td>0.53</td>
<td>0.45</td>
<td>0.41</td>
<td>0.37</td>
<td>0.35</td>
<td>0.32</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>Eaton</td>
<td>0.60</td>
<td>0.30</td>
<td>0.180</td>
<td>56</td>
<td>0.57</td>
<td>0.50</td>
<td>0.46</td>
<td>0.41</td>
<td>0.39</td>
<td>0.37</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Rubio</td>
<td>0.60</td>
<td>0.30</td>
<td>0.180</td>
<td>56</td>
<td>0.56</td>
<td>0.49</td>
<td>0.44</td>
<td>0.40</td>
<td>0.38</td>
<td>0.35</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>Alhambra</td>
<td>0.55</td>
<td>0.30</td>
<td>0.165</td>
<td>56</td>
<td>0.53</td>
<td>0.46</td>
<td>0.43</td>
<td>0.39</td>
<td>0.36</td>
<td>0.34</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Compton1</td>
<td>0.45</td>
<td>0.30</td>
<td>0.135</td>
<td>56</td>
<td>0.47</td>
<td>0.44</td>
<td>0.40</td>
<td>0.37</td>
<td>0.35</td>
<td>0.33</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>Compton2</td>
<td>0.45</td>
<td>0.30</td>
<td>0.135</td>
<td>56</td>
<td>0.47</td>
<td>0.44</td>
<td>0.40</td>
<td>0.37</td>
<td>0.35</td>
<td>0.33</td>
<td>1.78</td>
<td></td>
</tr>
<tr>
<td>Dominguez</td>
<td>0.40</td>
<td>0.28</td>
<td>0.112</td>
<td>61</td>
<td>0.43</td>
<td>0.37</td>
<td>0.34</td>
<td>0.31</td>
<td>0.29</td>
<td>0.27</td>
<td>1.66</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**

1) Map measured value
2) AMC II
3) $\text{LAG} = 0.8T_c$
ADDRESSING MODEL UNCERTAINTY

The design storm calibration results provide an area-averaged best fit of the objective function $X_T(t)$ such that $X_T(t)$ equals 0 for every return period $T = 2, 5, 10, 25, 50$, and $100$ years. Model parameters are based on representative values selected from the parameter probability density functions (pdf) of Figs. 2, 6, and 10.

However, assuming that the true parameter value distributions are described by the several pdf, the "model" peak flow rate distribution is given by Figs. 14-16. Each of these figures indicates that approximately 57 percent of the possible "model" outcomes (peak flow rate, $Q$) are less than the "model" peak flow rate ($Q_m$), i.e.,

$$P(Q_m \geq Q) = 0.57$$

(37)

where Eq. 37 is essentially independent of the design storm frequency ($T$) and catchment area size.

To include the "model" uncertainty in the calibration process, another policy statement is required to specify the confidence level for $P(Q_m \geq Q)$. For example, should the policy be selected that the "model" provides a 100 percent chance that at least an 85 percent confidence level in $T$-year flood protection is achieved (in an area-averaged sense), then the effective rainfall must be increased in the design storm calibration results obtained using the $Q_m$ estimates. That is, Figs. 14-16 indicate that there is only a 43 percent chance that $Q_m$ provides at least the 85 percent confidence level, in $T$-year flood protection. Should the policy be selected that there be a 100 percent chance that $Q_m$ provides at least the 85 percent confidence level, then $Q_m(t)$ must be increased so that the entire $Q/Q_m$ distribution lies above the 85 percent confidence level. That is, the price of model uncertainty is paid by
incorporating modeling conservatism and increased flood protection costs.

Given the above considerations, the subject of modeling uncertainty is "well-posed" for flood control policy makers in that the selection of an arbitrary hydrologic model for flood control planning and design needs to include the evaluation of model uncertainty due to the use of incorrect parameter values. In the choice of a particular model, therefore, it would be preferable to use a model that achieves a high probability of providing a selected level of flood protection with enough conservatism to compensate for modeling uncertainty. Consequently, the use of complex models that include several parameters whose values have a significant level of uncertainty may result in higher overall flood control costs in order to compensate for the overall modeling uncertainty.

Evaluating Model Uncertainty

From the above discussion a generalized procedure for evaluating model uncertainty can be specified by the following steps:

(1) Identify all model parameters and submodels (e.g., loss rate parameters and functions, hydraulic routing parameters and functions, etc.).

(2) Identify the range and probable distribution of values for each parameter. Included in this step is the demonstration of the "physics" of each submodel and possible range of parameter values needed to reasonably correlate the submodel to known responses (e.g., channel routing).

(3) Develop pdf plots for each parameter. Select a single representative value as an average value from each pdf. Should several subareas be used in the catchment schematic, each subarea must be represented by each parameter pdf used in
the subarea. Similarly, each routing link is represented by
the associated parameter pdf plots.

(4) For each catchment, calculate $Q_m$ by using the representative
values for each parameter selected from step 3.

(5) Develop the $Q/Q_m$ distribution by randomly selecting each para-
meter value set from the associated pdf plots (independently).

(6) Select a probability that the model achieves the desired level
of flood protection.

(7) Calibrate $Q_m$ so that the probability of step 6 is achieved.

It is noted that the considered "model" involves only three parameters in
the uncertainty evaluation. Had a catchment been subdivided into several
(say n) subareas, then 3n pdf distributions would be involved in the
uncertainty study (along with pdf distributions for channel routing or
any other submodel used). The model uncertainty issue can be interpreted
by the use of Fig. 17. From the figure, the specified hydrology policy
statement ($Q_m$) is an estimate of the true peak flow rate ($Q$) which would
be developed assuming the design storm return frequency event. Figure 17
shows that due to the incorrect choice of model parameters ($T_c$, $F_m$, S-graph
or $X$), the $Q_m$ estimate for a catchment can be considerately higher than
the actual peak flow rate generated from the catchment using the specified
design storm return frequency. As a result, the use of the $Q_m$ estimate
in the calibration of the design storm will result in a lower design
storm return frequency than had the actual peak flow rate been used.

To compensate for modeling uncertainty, the design storm calibration,
can be refined to adjust the design storm return frequency such that the
$Q/Q_m$ distribution is shifted to the right in Fig. 17 until the desired
percentage of the $Q/Q_m$ distribution area lies above the targeted stream
gage confidence level T-year $Q$ estimates.
To develop the additional design storm calibrations, adjustment factors were determined (from Fig. 14-16) which reduce the $Q_m$ estimates to achieve the 50-percent, 85-percent, and 100-percent levels of model certainty. These reduced $Q_m$ estimates were then used in additional design storm calibrations using Eq. 35. The results of the several calibration efforts are shown in Fig. 18. Table 7 summarizes the design storm return frequencies needed to achieve the considered levels of model certainty. In Table 7, only AMC II conditions are considered in the $Y$ estimations due to the low variation in model $Q$ estimates due to variations in AMC. Table 8 summarizes (from Fig. 18) what level of model certainty is achieved in predicting the 85 percent confidence level for the T-year flood when using the T-year design storm. From Fig. 18 it is seen that depending on how certain one wants to be in estimating the 85 percent confidence level (for example) for the T-year flood, a wide range in design storm frequency is obtained. For example, a 10,000 year storm (in this study) would be needed to guarantee (at an ungaged site) that the 85 percent confidence level for the 100-year flood is estimated. In contrast, a 100-year design storm results in a 53 percent level of certainty that the 85 percent confidence level for the 100-year flood is estimated.
### TABLE 7. DESIGN STORM FREQUENCY\(^1\) NEEDED TO ACHIEVE 85 PERCENT CONFIDENCE LEVEL T-YEAR FLOOD FOR VARIOUS LEVELS OF MODEL CERTAINTY\(^2\)

<table>
<thead>
<tr>
<th>T-YEAR FLOOD</th>
<th>LEVEL OF MODEL CERTAINTY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>43%</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>25</td>
<td>17</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>100</td>
<td>65</td>
</tr>
</tbody>
</table>

Notes:
1. Using AMC II to compute \( \bar{Y} \).
2. See Figure 18.

### TABLE 8. MODEL CERTAINTY ACHIEVED USING T-YEAR DESIGN STORM FOR T-YEAR FLOOD (@ 85 PERCENT CONFIDENCE)

<table>
<thead>
<tr>
<th>T-YEAR FLOOD</th>
<th>T-YEAR DESIGN STORM(^1)</th>
<th>MODEL CERTAINTY ACHIEVED(^2) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>57</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>58</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>62</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>57</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>53</td>
</tr>
</tbody>
</table>

Notes:
1. AMC II used to estimate \( \bar{Y} \) (modeled peak \( Q \) variance to changes in AMC is small)
2. Satisfies Eq. 36.
THE POLICY STATEMENT FOR FLOOD CONTROL: THE HYDROLOGY MANUAL

After the level of flood control has been developed and the "model" calibrated, a policy statement for flood control can be prepared in the form of a Hydrology Manual. Such a document presents the mechanics in the use of the calibrated "model" so that the uncertainty in modeling results is not increased by misapplication. Parameter values and definitions, including maps, are included in the manual in order that identical parameter estimates can be determined by various parties.

CONCLUSIONS

A hydrology model for flood control design and planning has been developed that addresses the issues of uncertainty in stream gage data and statistics, and the uncertainty in model estimates. Because the coupling of these two uncertainties has not been addressed in the literature nor considered in the usual policy making procedures in flood control, it is suggested that it is important for flood control policy statements to include the specification of stream gage confidence levels and confidence in modeling predictions.
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