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Abstract

For southern California watersheds, as is the case of most watersheds in
the United States, rainfall-runoff data are relatively sparse such that the
calibration of a hydrologic model is uncertain. With the large number angd types
of hydrologic models currently available, the choice of the "best" hydrologic
model to use is not clear. Because of the limited data, the hydrologic model
must be simple in order to validate parameter values and submodel algorithms.
Due to the uncertainty in stream gage data frequency analysis, a level of
confidence {e.g. 85%) should be chosen to provide a level of protection against a
specified flood return frequency (e.g. 100-year). Due to the calibrated model
range and distribution of possible outcomes caused by the uncertainty in
modeling parameter values, the use of a regionally calibrated model at an
ungaged catchment needs o address the probability that the hydrologic model
estimate of flood quantities (e.g. peak flow rates) achieves the level of
protection for a specified flood level. In the two papers, a design storm unit
hydrograph model is seleeted {paper I}); developed and calibrated with respect to
model parameter values and with respect to runoff frequency tendencies (paper
1) in order to address each of these issues.
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I. MODEL CALIBRATION

RUNOFF HYDROGRAPH MODEL PARAMETERS

The design storm unit hydrograph model ("model") is based upon
several parameters; namely, two loss rate parameters (a phi index coupled
with a fixed percentage), an S-graph, catchment lag, storm pattern
(shape, tocation of peak rainfalls, duration), depth-area {(or depth-

area-duration) adjustment, and the return fregquency of rainfall.

Loss Function

The loss function, f(t}, used in the "model” is defined by
[ YI(t), for YI(t) < Fm

f{t) = (1)
Fn, ctherwise

where Y is the Tow loss fraction and Fm is & maximum loss rate defined

by
Fm =} apj ij (2}

where ap; is the actual pervious area fraction with a corresponding
maximum loss rate of ij; the infiltration rate for impervious area is
set at zero; and I(t) is the design storm vainfall intensity at storm
time t.

The use of a constant percentage loss rate Y in Eq. 1 is reported
in Scully and Bender (196%), Williams et al. (1980), and Schilling and
Fuchs (1986). The use of a phi index (¢ - index) method in effective
rainfall caiculations is also weil-known (e.g., Kibler, 1982).

The low loss rate fraction is estimated from the SCS loss rate

equation (U.S. Depf. of Agric., 1872) by

Y = 1-Y (3)
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where Y is the catchment yield computed by

v=1a; ¥, (4)

In Eq. 4, Yj is the yield corresponding to the catchment area fraction

a, and is estimated using the SCS curve number (CN) by

(P,, -~ Ia)?
‘- 24 (5)
(Pyy - Ta + S) Py

where P24 = the 24-hour T-year precipitation depth; Ia is the initial
abstraction of Ia = 0.2S; and S = {1000/CN)-10.

From the above relationships, the low loss fraction, Y,
acts as a fixed Toss rate percentage, whereas Fm serves as an upper
bound to the possible values of f{t) = YI(t).

Values for fm are based on the actual pervious area cover percent-
age (ap) and a maximum loss rate for the pervious area, Fp. Values
for Fp are developed from rainfall-runoff calibration studies of
several significant storm events for several watersheds within the

region under study. Further discussions regarding the estimation of

parameter values are contained in a subsequent section.
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A distinct advantage afforded by the loss function of Eq. 1 over
loss functions such as Green-Ampt or Horton is that the effect of the
location of the peak rainfall intensities in the design storm pattern
on the model peak flow rate (Q) becomes negligible. That is, front-
ioaded, middle-ioaded, and rear-loaded storm patterns all result in
nearly equal peak flow estimates. Consequently, the shape (but not
magnitude) of the design storm pattern is essentially eliminated from
the 1ist of parameters to be calibrated in the runoff hydrograph "model"
(although the time distribution of runoff volumes are affected by the
location of the peak rainfalls in the storm pattern which is a con-

sideration in detention basin design}.

S-Graph

The S-graph representation of the unit hydrograph (e.g., McCuen
and Bondelid {1983), Chow and Kulandalswamy (1982), Mays and Coles
(1980)) can be used to develop unit hydrographs corresponding to various
watershed lag estimates. The S-graph was developed by rainfall-runoff
calibration studies of several storms for several watersheds. By
averaging the S-graphs for each watershed studied, a representative
S-graph is developed for each watershed. By comparing the representative

S-graphs, regional S-graphs were derived to represent the average of

watershed-averaged S-graphs.
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Lag

Fundamental to any hydrologic model is a catchment timing parameter.
For the "model", watershed lag is defined as the time from the beginning
of effective rainfall to that time corresponding to 50-percent of the
S-graph ultimate discharge. To estimate catchment lag, it is assumed
that lag is related to the catchment time of concentration (Tc) as cal-
culated by a sum of normal depth flow calculated travel times; i.e., a
mixed velocity method (e.g. Beard and Chang (1979), McCuen, et al. (1984}).
To correlate lag to T¢ estimates, lag values measured from watershed
calibrated S-graphs were plotted against Tc estimates. A least-squares
best fit tine gives the estimator

lag = 0.80Tc {6)

Design Storm Pattern

A 24-hour duration design storm composed of nested S-minute unit
intervals (with each principal duration nested within the next longer
duration) was adopted as part of the pelicy. The storm pattern provides
equal return frequency rainfalls for any storm duration; 1.e., the peak
5-minute, 30-minute, 1l-hour, 3-hour, 6-hour, 12-hour, and 24-hour
duration rainfalls are all of the selected T-year return frequency. Such
a storm pattern construction is found in HEC Training Document No. 15

{1982) which uses a nested central-loaded design storm pattern.

Runoff Hydrograph Model

The "model" produces a time distribution of runoff Q(t} given by

the standard convolution integral representation of

t

Q{t) = J e(s) u(t-s) ds {7}

0

where Q(t) is the catchment flow rate at the point of concentration;
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e(s) is the effective rainfall intensity; and u(x) is the unit
hydrograph developed from the particuiar S-graph. In Eq. 7, e(s)
represents the time distribution of the 24-hour duration design
storm pattern modified according to depth-area effects and then
further modified according to the loss function definition of Eq. 1.
In the use of Eq. 7 for a particular watershed, an estimate of
catchment lag is used to construct a unit hydrograph u{x}. Then,
based on the catchment area (depth-area adjustment) and loss rate
characteristics, e{s) is determined. Because the peak flow rate
QP

pattern shape (except for a severe front loaded, near-monotonically

= max Q{t)} shows a negligible variation due to a change in storm

decreasing pattern or a rear loaded, near-monotonically increasing
pattern); the model parameters that affect Qp are loss rates

(? and Fp), S graphs, lag estimates, depth-area adjustment curve set,
and design storm rainfall return frequency. HNote that Fm

is not a calibration parameter as Fm = a _F_ where ap is the actual

pp
measured perviocus area fraction.

PARAMETER CALIBRATION

Considerable rainfall-runoff calibration data has been prepared
by the Corps of Engineers COE for use in their flood control design and
planning studies. Much of this information has been prepared during the
course of routine flood control studies in Orange County and Los Angeles
County, but additional information has been compiled in preliminary form
for ongoing COE studies for the massive Santa Ana River project (Los Angeles

County Drainage Area, or LACDA). The watershed information available
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includes rainfall-runoff calibration results for three or more sig-
nificant storms for each watershed, developing optimized estimates for
the S-graph, lag, and loss rate at the peak rainfall intensities.
Although the COE used a more rational Horton type loss function which
decreases with time, only the Toss rate that occurred during the peak
storm rainfalls was used in the calibration effort reported herein.

A total of 12 watersheds were considered in detail for our study.
Seven of the watersheds are located in Los Angeles County while the
other five catchments are in Orange County (Fig. 1). Several other
local watersheds were also considered in light of previous COE studies
that resulted in additional estimates of loss rates, S-graphs, and lag
values. Table 1 provides an itemization of data obtained from the COE
studies, and watershed data assumed for catchments considered hydrologically

similar to the COE study catchments.
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TABLE 1. WATERSHED CHARACTERISTICS

Watershed Geometry Calibration Results
Length of Percent Poak F
Watershed Area Length Centroid Slope  Impervious Te Storm ea Lag Basin
Name {mi?) {mi) (mi) {ft/mi) (%) {Hrs } Date (inch/hr) (hrs) factar
A1hambra Hashl 13.67 8.62 4.17 gz2.4 45 0.89 feb.78 0.59,0.24 0.62 0.41%
Mar.78 0,35,0.29
Feb,B80 .24
ComptnnZ1 24,66 12.69 6.63 13.8 55 2.22 Feb.78 0,36 0.94 0.015
Mar.78 0.29
Feb.80 0.44
Yerdugo Hash1 26.8 10.98 5.49 316.9 20 -- Feb.78 0.65 0.64 0.016
Limeki]nl 10.3 7.77 3.41 294.7 25 -—- Feb.?78 0.27 0.73 0.026
Feb.80 0.27
San JOSE2 83.8 23.00 8.5 60.0 18 Feb.78 0,20 1.66 0.020
Feb.80 0.39
Sepu]veda2 152.0 19.0 9.0 143.0 24 - Feb.78 0.22,0.21 1,12 0.017
Mar.78 0.32
Feb.80 0.42
Eaton Wash! 11,028 814 2.4 90.9 10 1.05  --- ——- - 0,0157
(57%)
Rubio Wash 12.20° 9.47 5.1l  125.7 40 0.68  --- - .- 0.0157
{3%)
Arcadia Wash® 7.7 5.87  3.03  156.7 45 0.60  --- -- .- 0.015°
(142)
Comptoni® 15,08 9.47  3.79 143 55 .92 -a- - ——- a.0155
Dominguez 37.30 11.36  4.92 7.9 60 2.08  --- - - 0.015
Santa Ana Delhi3 17.6 8.71 4.17 16.1 40 1.73 -— -—— - 9;0539
0.04010
Hestminsters 6.7 5.65  1.39 13 a0 --- --- - 0.055?6
0.040
E] Modena-Irvine® 11.9 6.34  2.69 52 40 0.78 .. —— — 0.028°
Garden Grove= 20.8 11.74 4.73 10.6 64 1.98 --- --- -— -
Wintersberg
San Diego Creek !  36.8 18.2  8.52  95.0 20 L3g  -—-- - . -

1: Watershed Geometry based on review of guadrangie maps and LACFCD strom drain maps.

2: MWatershed Geometry based gn COE LACDA Study.

3: MWatershed Geometry based on COE Reconstitution Study for Santa Ana Delhi and Westminster Charnels (June, 19831).
4: Area reduced 57% dus to several debris basias and Eaton Wash Dam reservoir, and groundwater recharge ponds.

5: Area reduced 3% due to debris basin,

6: Area reduced 14% due to several debris basins,

7: 0.013 basin factor reported by COE {subarea characteristics, June, 1984),

8: 0.015 basin factor assumed due to similar watershed values of 0.015.

9: Average basin factor computed from reconstitution studies

0: COE recommended basin factor for flood flows.
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Catchment Descriptions

The key catchments utilized for the calibration of the "model"
design storm are Alhambra, Arcadia, Comptonl (at 120th Street),

ComptonZ (at Greenleaf), Dominguez, Eaton, and Rubio Washes. Although
other watersheds were caonsidered in the study (see Table 1} for the
popuiation of the parameter value distributions, the seven key catch-
ments were considered similar to the region where the "model” is intended
for use (the valley area of Orange County} and are used to develop flood
frequency estimates.

Four of the seven catchments have been fully urbanized for 20 to
30 years, with efficient interior storm drain systems draining into a
major cbncrete chaﬁnel. Additionaily, all of the major storm events
have occurred during the gage record of full urbanization; hence, the
gage record can be assumed to be essentially homogeneous (nevertheless,
adjustments were made in this study to account for the urbanization
effects). Storm drain system maps for the entire catchment were ob-
tained from the Los Angeles County Flood Centrol District.

Arcadia and Rubio Washes were alsc fully urbanized and drained
except for the foothill areas which account for 14% and 3% of the total
catchment area, respectively. In both cases, debris dams {five in Arcadia,
one in Rubio) intercept the foothill {most upstream area of the catchment)
runcff. The sensitivity of the “model" results to including the foothill
area without debris dams versus excluding the foothill area entireiy are
minor. Due to the increased loss rates and overall tatchment lag, in-
ciusion or exclusion of the foothill areas result in less than a +5%
variation in runoff estimates from the "model”. Hence, the foothill area

was excluded from each of the catchment analysis.
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Eaton Wash is aiso fully urbanized and drained except for 57% of
the total catchment area which is upstream of the Eaton Wash dam and
water conservation spreading grounds. A review of the dam operation
records indicated that the Eaton Wash stream gage record was impacted
by outflows from the Eaton Wash dam by only three storms of the 27
year record (1969, 1980 and 1983 storms)}. The stream gage record was
therefore modified according to the dam outflow hydrographs for these
three storms. Hence, anly the fully urbanized portion of Eaton Wash
was used for the "model" caiibration purposes.

Although all seven catchments are within a close vicinity of each
other, they are Tocated in two distinct groupings. Comptonl, Compton?
and Dominguez are all neighboring catchments; whereas Arcadia, Alhambra,
Eaton, and Rubio Washes are all located side-~by-side with the same
exposure to the incoming coastal storms. Because of the close similarities
of the catchments in each of the two groupings, correlations between
stream gage records are possible, which can then be used to supply any
missing data points in the gage records or to check on the appropriate-
ness of any adjustments made to the gage records due to dams, debris dams,

or due to the effects of urbanization.
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Peak Loss Rate, Fp

From Table 1, several peak rainfall loss rates are tabulated
which include, when appropriate, two loss rates for double-peak
storms. The range of values for all Fp estimates lie between 0.30
and 0.65 inch/hour with the highest value occurring in Verdugo Wash
which has substantial copen space in foothill areas. Except for Verdugo
Wash, 0.20 < Fp < 0.60 which is a variation in vaiues of the order noted
for Alhambra Wash alone. Figure 2 shows a histogram of Fp vaiues for
the several watersheds. It is evident from the figure that 88 percent
of Fp values are between 0.20 and 0.45 inch/hour, with 77 percent of
the values falling between 0.20 and 0.40 inch/hour. Conseguently, a
regional mean value of Fp equal to 0,30 inch/hour is proposed; this
value contains nearly 80 percent of the Fp values, for all watersheds,

for all storms, within 0.10 inch/hour.

S~Graph
Each of the watersheds listed in Table 1 has S-graphs developed

for each of the storms where peak loss rate values were developed. For
exampie, Fig. 3 shows the several S-graphs developed for Alhambra Wash.
By averaging the several S-graph ordinates (developed from rainfall-
runoff data), an average S-graph was obtained. By combining the several
watershed average S-graphs {Fig. 4) into a single plot, an average of
averaged S-graphs is obtained. This regionalized S-graph (Urban

S-graph in Fig. 4) can be proposed as a regionalized S-graph for the
several watersheds. Indeed, the variation in S-graphs for a single

watershed for different storms {(see Fig. 3} is of the order of magnitude
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of variation seen between the several catchment averaged S-graphs.
Such a regionalized S-graph can be developed for general regions
classified as Valley, Foothili, Mountain, and Desert when the runoff
data indicates similar tendencies. In this study, however, only the
Valley region runoff data was considered.

In order to quantify the effects of variations in the S-graph
due to variations in storms and in watersheds (i.e., for ungaged water-
sheds not included in the calibration data set), the scaling of Fig. 5
was used where.the variabie "X" signifies the average value of an
arbitrary S-graph as a linear combination of the steepest and flattest
S-graphs obtained. That is, ail the S-graphs {all storms, all catchments)
lie between the Feb. 1978 storm Alhambra S-graph (X = 1) and the San Jose

S-graph (X = 0}). To approximate a particular S-graph of the sample set,
S(X) = XS, + (1-X) S, (8)

where S(X) is the S graph as a function of X, and $, and S, are the
Alhambra {Feb. 1978 storm) and San Jose $ graphs, reSpectfve1y.

Figure 6 shows the population distribution of X where each watershed

is weighted equally in the total distribution (i.e., each watershed

is represented by an equal number of X entries). Table 2 lists the

X values obtained from the Fig. 5 scalings of each catchment S-grapn.
In the table, an "“upper" and "Tower" X-value that corresponds to the

X coordinate at 80 percent and 20 percent of ultimate discharge values,
respectively, is listed. An average of the upper and lower X values

is used in the population distribution of Fig. 6.
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TABLE 2. CATCHMENT S-GRAPH X-VALUES

WATERSHED
NAME STORM X (UPPER) X{LOWER) X(AVG)
Athambra Feb. 78 1.00 1.00 1.00
Feb. 80 .95 .60 0.78
Mar. 78 0.70 .80 0.75
Limekiin Feb. 78 0.50 .80 0.65
Feb. 80 0.80 1.00 0.90(2}
Supulveda AVG. 0.90 0.80 0.85(3)
Compton AVG. 0.90 1.00 0.95(3)
Westminster AVG. 0.60 0.60 . 0.60(3)
Santa Ana
Delhi AVG. 0.80 1.00 0.90(3)
Urban AVG. 0.90 0.80 0.85

In the table, the numbers in parenthesis indicate a weighting of the
average X value. That is, due to only the average S-graph (previously
derived by the COE) being available, it is weighted to be equally repre-
sented in the sample set with respect to the other catchments. AlT the
catchments listed in the table are considered to be "Valley" type water-
sheds that are fully developed with only minor (if any) effects due to

foothill terrain.
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Catchment Lag

In Table 2, the Urban S-graph, which represents a regionalized
S-graph for urbanized watersheds in valley type topography, has an
associated X value of 0.85. When the Urban S-graph is compared to
the standard SCS S-graph, a striking similarity is seen (Fig. 7).
Because the new Urban S-graph is a near duplicate of the SCS S-graph,
it was assumed that catchment lag (COE definition) is related to the
catchment time of concentration, Tc, as is typically assumed in the
SCS approach.

Catchment Tc values are estimated by subdividing the watershed
into subareas with the initial subarea less than 10 acres and a flow-
length of less than 1000 feet. Using a Kirpich formuia, an initial
subarea Tc is estimated, and a Q is calculated. By subsequent routing
downstream of the peak flowrate (Q) through the various conveyances
{using normal depth flow velocities) and adding estimated successive
subarea contributions, a catchment Tc is estimated as the sum of
travel times analogous to a mixed velocity method.

Lag values are developed directly from available COE calibration
data, or by using "basin factor™ calibrated from neighboring catch-

ments (see Fig. 1). The COE standard lag formula is:

(9)

L L )0.38
. - ca
lag {hours) = 24 n [ 05 ]

where L is the watershed Tength in miles; L is the length to the

centroid along the watercourse in miles; s is the slope in ft/mile;

and n is the basin factor.
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Because Eaton Wash, Rubio Wash, Arcadia Wash and Alhambra Wash
are all contiguous {see Fig. 1}, have similar shape, slopes, develop-
ment patterns, and drainage systems, the basin factor of n = ¢.015
developed for Alhambra Wash was aiso used for the other three neighbor-
ing watersheds. Then the Tag was estimated using Eq. 9.

Compton Creek has two gages, and the n = 0.015 developed for
ComptonZ2 was also used for the Comptonl gage. The Dominguez catchment,
which is contiguous to Compton Creek, is also assumed to have a lag
caiculated from Eq. 9 using n = 0.015,

The Santa Ana-Delhi and Westminster catchment systems of Orange
County have Tag values developed from prior COE calibration studies.
Figure 8 provides a summary of the local lag versus Tc data. A least-

squares best fit results in

lag = 0.72Tc (10)

McCuen et al. {1984} provide additional measured Tag values and
mixed velocity Tc estimates which, when lag is modified according to
the COE definition, can be plotted with the local data such as shown

in Fig. 9. A least-squares best fit results in:
lag = 0.80Tc (11}

In comparison, McCuen (1982} gives standard SCS relationships
between lag, Tc, and time-to-peak (Tp) which, when modified to the

COE lag definition, results in:

lag = 0.77Tc (12)
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Adopting a lag of 0.80Tc as the estimator, the distribution of

(Tag/Tc) values with respect to Eq. 11 is shown in Fig. 10.

PARAMETER VERIFICATION

The three parameter distributions of loss rate Fp values,
S-graph, and lag were used to simuiate a severe storm of March 1, 1983,
which was not inciuded in the calibration set of storms. The
March 1, 1983 storm was a multi-peaked storm event and the resulting
model resuits for each of the Los Angeles watersheds are shown in
Table 3.

The values for parameters used in the modeling results of Table 3
are Fp = 0,30 inch/hour; pervious cover = actual vaiue; Urban S-graph;
measured gage rainfall and storm pattern; and computed lag values
from Eq. 11. Two sets of values for the low loss fraction, Y. were
used; namely (i) Y estimated from Eq. 3, and (ii) ¥ calibrated by
taking Y equal to 1 - (measured storm runoff volume)/(measured storm
rainfall). This second value of Y was calibrated (rather than using
Eq. 3 due to the obvious variation in rainfall intensities over the
watershed for the March 1 storm. Figure lla provides a comparison
between measured and modeled runoff hydrographs. Figure 1lb shows
the point rainfalls recorded at various gage Tocations. A comparison
of Table 3 modeling results with other modeling results reported by
Loague and Freeze (1985), HEC Research Note No. 6 (1979}, and the HEC
Technical Paper No. 59 (Abbott, 1978) shows that the subject modeling

verification resuits are promising.
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TABLE 3. MARCH 1, 1983, PEAK FLOW ESTIMATES

Calibrated

Regional Model te Low Loss Fraction, ¥

Time Recorded std. Modeled Relative 5td. Modeled Relative

Watershed (Hours ) Q(CF5) Time Q(CFS) Error Time G{CFS) Error
Arcadia 0615 1460 0655 1830 25 0655 1740 +19
0845 3660 0900 3490 5 0900 3500 -4

1215 4110 1215 1275 69 1250 1260 -69

2000 1340 1925 3550 165 1928 3530 +163

Eaton2+d 0619 1780 0720 2005(+150) 13 0715 2320{+150} +30
0904 4300 0925 5420(+150) 26 0925 5610(+150) +28

1219 5430 1300 2570(+600) 53 1300 2830(+600) -48

1934 3080 1950 5160(+750) 68 1950 5310¢{+750} +72

Rubio ® 0630 1500 0700 2610 7 0700 2450 +63
0900 3760 0905 5980 59 0905 5990 +59

1215 2520 1245 2200 -13 1245 2110 -16

1930 3520 1930 5920 68 1930 5900 +68

Alhambra 0615 2290 0710 2405 5 0710 2450 +7
0830 7010 0915 6460 8 0915 6460 -8

1200 5300 1255 1700 68 1255 2550 -52

1500 5250 1940 5300 1 1940 5320 +

Compton2 0645 3380 0645 1290 62 0645 1237 -63
0815 4620 0940 4160 -10 0940 4100 -11

1200 2430 1200 2460 1 1200 2320 -5

1845 847 1955 970 14 2010 920 +9

Dominguez 0910 9830 0925 6915 30 0925 7600 -23
1206 6180 1240 4180 32 1240 5000 -19

1900 2400 1958 1735 28 1955 2090 -13

2400 1700 2440 1905 12 2440 2370 +39

Area reduced 14% due to Debris Basins
Area veduced 57% due to Eaton Dam
Area reduced 3% due to Debris Basins

{ ) added to modeled Q's to account for Eaton Wash Dam outftow
(per LACFCD 1983 Storm Report)

Notes:

L B e
1
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PARAMETER UNCERTAINTY AND MODEL RESPONSE

The design storm/unit hydrograph model is to be used in Orange
County for flood control study purposes. Due to the rapid urbanization
of Orange County reflected in the local gage records, considerable
uncertainty would result in modifying Orange County gage records for
the effects of urbanization. In contrast, the Los Angeles gage records
reflect nearly stable, fully developed conditions for over 30 years of
record. Another important factor in the use of gage data is that the
Orange County catchments typically have significant constrictions which
severely impact the calibration of S-graphs and lag values but would be
removed ultimately with further development.

In comparison, the Los Angeles gage records have nearly homogeneous
gage records with free flowing, fully developed drainage systems.
Additionally, the Los Angeles gages are within 10 miles of Orange
County and are all subject to similar coastal influence. Consequently,
the Orange County hydrology model is calibrated to the Los Angeles gage
data, so that it can be transferred for use in Orange County watersheds.
As a result, all parameter estimates from a standardized hydroiogy
manual contain uncertainty. However, it is important to recognize that
parameter estimates at a gage site are also uncertain, but the level of
uncertainty would be much less than what occurs at an ungaged site.

Each of the "model" parameters (lag, Fp, and S-graph) for the
Orange County watersheds are assumed to have the probability distribution
functions {pdf) shown in a discrete histogram form in Figs. 2, 6, and 10
for Fp, S{X}, and Jag = 0.8Tc, respectively. For example, if the

"mode1" is applied at a gaged site, say Alhambra Wash, then the
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variability in the S graph is not given by Fig. & for S(X), where
0.60 < X < 1, but for 0.75 < X< 1 (see Table 2}. Similarly, the
estimate for lag is much more certain for Alhambra Wash than shown
in Fig. 10. Consequently, the uncertainty in the "model" output for
a gaged site will show a significantly smaller range in possibie out-
comes than if the total range of parameter values of Figs. 6 and 10 are
assumed (as is done for the ungaged sites, or sites where an inadeguate
length of data exist for a constant Tevel of watershed development).

In Orange County, it is assumed that any of the parameter values
can take the values shown in Figs. 2, 6, and 10 with the indicated
frequencies. That s, a particular watershed may respond equalily likely
as Alhambra Wash or Comptonl, or any of the catchments used in the cali-
bration effort. Because the several catchment parameter values vary and
overlap, the overall frequency of parameter value occurrences are assumed
given by the distributions shown.

To evaluate the "model" uncertainty, a simluiation that exhausts
all combinations of parameter values shown in the pdf distribution was
prepared. Because the lag/Tc plot is a function of Tc, several Tc values
were assumed and lag values varied freely according to Fig. 10. The re-
resulting Q/Qm distribution is shown in Fig. 12 for the case of Tc equal
to 1 hour and a watershed area of 1 square mile {hence, depth-area adjust-
ments are not involved). In the figure, § is a possible model peak flow
rate outcome, and Qm is the peak flow rate obtained from the "modeil"
assuming lag equal to 0.8 Tc, Fp equal to 0.30 inch/hour, and X equal to
0.85 (Urban S-graph). The Q/Qm plots were all very close to Fig. 12 as a
function of Tc; therefore, Fig. 12 is taken to represent the overall

Q/Qm distribution for watershed areas less than 1 mi®.
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The results of Fig. 12 show that a flood control hydrology manual
which stipulates a procedure for estimating peak flow rates has an
associated Q/Qm distribution that represents the variation in possible
true values of Q {if the parameters were known exactly) from the design
value Qm used for flood controt design purposes. This modeling uncertainty
must be coupled to flood frequency estimate uncertainty in order to |
achieve a specified level of confidence that Qm provides a given level
of flood protection.

Not reflected in Fig. 12 is the additional uncertainty due to the
choice of depth-area adjustments. One frequently used set {e.g., HEC
TD#15, 1982) is the NOAA Atlas 2 data, which provide adjustments for
30-minute, 1-, 3-, 6-, and 24-hour durations. Another candidate set
of curves are the COE-developed Sierra-Madre storm depth-area adjustments
for use in southern California. The variation in adjustment factors is
shown in Fig. 13. With only two data points for a pdf distribution, a
statistical evaluation is impossible. However, it is assumed that the
COE adjustment factors are more appropriate for the southern California
region than the NOAA Atlas 2 curves, which are 'regionalized' for the
entire United States. Consequently, depth-area effects are being con-
sidered "exactly known" in a probabilistic sense, which implies
{incorrectly) that there is no significant uncertainty in the adjustment
factors used.

The effects on mode] certainty due to the choice of either set of
depth-area relationships is reflected in Figs. 14-16. The figures show
the distribution of Q/Qm for watershed areas of 5, 50, ana 100 mi?,

respectively, and for an intermediate design storm frequency of 25 years.
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In Fig. 15 it is seen that the COE depth-area curves result in such a
significant adjustment of point rainfall values in the design storm
that the Q/Qm range of outcomes is considerabiy less than when using
the NOAA Atlas 2 set. That is, the error distribution of the "model"
Q/0m has a smaller range of values when using the COE depth-area curves
than when using the NOAA Atlas 2 curves.

An important question arises as to whether or not the distribution
of outcomes from the calibrated model can be reduced (i.e., the model
made more certain} by introducing additional parameters. It is not
clear in the current literature whether such a claim has validity.
However, some pointed remarks can be taken from Klemes and Bulu (1979)
who evaluate the "Timited confidence in confidence 1imits derived by
operational stochastic hydrologic models." They note that advocates
of modeling "sidestep the real problem of modeling--the problem of how
well a mode)l is likely to reflect the future events--and divert the
user to a more tractable, though less useful, problem of how best to
construct a model that will reproduce the past events.” In this fashion,
"by the time the prospective modeler has dug himself out of the heaps of
technicalities, he either will have forgotten what the true purpose of
modeling is or will have invested so much effort into the modeling
game that he would prefer to avoid questions about its relevance."
0f special interest is their conclusion that "Confidence bands derived
by more sophisticated models are likely to be wider than those derived

by simpie models.” That is, "the quality of the model increases with

its simplicity."
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In a reply by Nash and Sutcliffe (1971) to comments by Fleming
{1971}, the simple model structure used by Nash and Sutcliffe (1971)
is defended as to modeling completeness in comparison to the Stanford
Watershed Model variant, HSP. Nash and Sutcliffe write that "...We
believe that a simple model structure is not oniy desirable in itself
but is essential if the parameter values of the component parts are to
be determined reliably through an optimization procedure.... One must re-
member that the data always constitute a Timited sample and the optimized
values are 'statistics' derived from this sample and therefore subject
to sampling variance. The more complex the model structure the greater
is the difficulty in obtaining optimum parameter values with low sampling
variance. This di%ficu]ty becomes particularly acute...when two or more
model components are similar in their operation...”

Should a comparison be made between a simple model, such as described
herein, and an 'advanced model', the results would not be.corclusive. As
Nash and Sutcliffe write that "...The more compiex model would almost
certainly provide a better fit, as a linear regression analysis on a
large number of variables will aimost invariably provide a better fit
than one of those independent variables whose significance has been
established." Hence, the hydrologist must be careful to evaiuate model-
ing results obtained from a verification test rather than obtained from
a calibration data set. Nash and Sutc}iffe also note the dominating im-
portance of errors in rainfall and effective rainfall estimates in complex
models such as HSP: 'We wonder, however, how the parameters expressing
spatial variation of rainfall or infiltration capacity, can be optimized
at all, let alone with stability or significance, in the typical case
where the short-term rainfall data are based on a single recording

rain gauge, as in Dr. Fleming's first example.”
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FLOOD FREQUENCY ANALYSIS

Adjustment for the Effects of Urbanization

In order to calibrate the design storm of the "model", flood
freguency curve development was required. Seven of the Los Angeles
County stream gage records show only minor effects due to urbanization
and, therefore, required oniy a small amount of adjustment in order to
develop a homogeneous gage record. The near homogeneity of the record
is due to two major factors: (1) the watersheds have been fully
urbanized for the last several decades, and (2) most of the major
storms occurred during the period of full urbanization. The hydrologic
stream gage adjustment procedure used for this study is presented in a
paper by McCuen and Hromadka {1986).

With the stream gage data now adjusted for the effects of urbani-
zation, a flood frequency analysis can be prepared. However, it is
noted that uncertainty in the data adjustment procedure must exist due
to the use of an adjustment model with a range of possible outcome
values similar in concept to the Q/Qm distribution of Fig. 12. Therefore,
in the choice of gage data for flood frequency analysis, the final re-
suits need to be evaiuated in terms of a pdf about the so-called
homogeneous gage record. Should the data require negiigible adjustments,
then the level of uncertainty introduced into the data by adjustments
using an uncertain model s assumed to also be negligibie. Because the
data in our study required only a minor adjustment, no further investi-
gation as to the distribution of this source of uncertainty was

conducted.

41



Development of Confidence Intervals

Given several arnual series of homogeneous stream gage data for the
fully urbanized watersheds considered, a statistical analysis is needed
to develop the confidence intervals for the flood design values of the
several T-year return frequency floods {e.g., 2-year, 5-year,+--,
100-year).

The estimation of the T-year flood is a basic problem in hydrology
due to the uncertainty caused by the uncertain estimation of parameters
of the flood distribution. This uncertainty can have a significant
effect on the flood design value, and its quantification is an important
aspect of evaluating the risk invoived in a choosen Tevel of flood
protection.

The Water Resources Council Bulletin 178 (1981)
provide (in the case of a flood distribution whose logarithm is normally
distributed} confidence intervals for the T-year flood by the use of
the non-central student'’s t-distribution. The more general case, follow-
ing the guidelines of Bulletin 17B, is when the logarithm of
the flood distribution has a Pearson III distribution with a non-zero
skew parameter. This case of non-zero skew is more complicated than
the case of lognormally distributed floods, which is the case of zero
skew (Bobee, 1979, 1973; Condie, 1977; Hardison, 1976; Kite, 1975, 1977;
Stedinger, 1983). In an important paper, Stedinger (1383) shows that
the confidence intervals, for quantiles, which are given in the U.S.
Water Resources Council guidelines are not satisfactory. He uses a
formula due to Kite {1975) and derives an expression for confidence

intervais for the quantiles that he shows is satisfactory in several

simutations.
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Following the above developments, confidence intervals for the
flood design values can be determined by simulation. The simulation
gives an approximate sampiing distribution and so can be used to obtain
confidence intervals of various Tevels and can be also used to guantify
the magnitudes and probabilities of various possibie errors due to

sampling.

Statistical Model Deveiopment

Zero skew. Consider the case where x, the logarithm of the
ma x imum annua]Idischarge, has a normal distribution. For the T-year

flood, define the exceedance probability p by

p=1-1T (13)

and let yp be the p-th quantile of x:

P{x < yp) = p {14)

It is yp that we want to estimate. If the mean p and standard

deviation o of x were known, then since (x-u)/c has a N{0,1) distribution,

i.e. a normal distribution with mean 0 and standard deviation 1,

(yp - w)fo = (15}

%

where zp is the p-th quantile for an N(0,1} distribytion. Of course, u
and o are not actually known; we only have estimates for them, 1 and &,

based on m data points for m years of gage data.
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It follows that

(v, - /e = ([{x-1)/0] +2,)/(870). (16)

The random variable in brackets in Eq. 16 is distributed as Z/vm,
where 7 has a N(0,1) distribution, and the denominator of Eq. 16 is
distributed as VW, where W has a chi-squared distribution with m-1
degrees of freedom, divided by m-1, which is independent of Z. Thus

£q. 16 can be written as
(1//m)[(Z +2 vin) /] (17)

The vandom variable in brackets in Eg. 17 has a non-central t-distri-
bution, with non-centrality parameter & = zpﬁig the special case ¢ = 0
is the student's t-distribution (e.g. Breiman, 1973}.

Since the distribution of (16) can be written in terms of the
known non-central t-distribution, confidence intervals for yp can be
developed. For flood control study purposes, the confidence interval
used is a one-sided interval that gives an upper bound. The choice
of the value T, for the T-year flood, and the number m of data points
(years of gage record} determine the non-centrality parameter ¢. The
other quantity that must be specified is a probability p' for the
one-sided confidence interval, I[f tp. is the p'-th quantile of this

non-central t-distribution, then

P(yps{l + G(tp.mﬁ)}w' (18)

giving the one-sided 100p' percent confidence intervait for Yp:
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Non-zero skew. Let the logarithm x of the yeariy peak discharge

have a Pearson type III distribution with density function

f(x) = (1/lal1“(b))[(><—C)/’z:1]j:"1 exp-[{x-c)/a]l  (19)

where, in the case of positive "a"“, the density is given by Eq. 19 for
x>¢ and is zero for x<c, while in the case of negative "a" the

density is given by Eq. 19 for x <c and is zero for x >c. Computing the
mean u, standard deviation o, and skew y from Eq. 19 gives (see, for

exampte Hall, 1984)

Y2= 4/b,

where "a" has the same sign as v.

In following the guidelines of Bulletin 17B, the skew
coefficient v is estimated either from a map of regional skew or from
a large pool of data from that region. Consequently, the error in
estimating vy is of an entirely different kind than that which arises in
estimating u and o by means of m data points for the specific area for
which the T-year flood is being estimated. Typically, the station skew
differs considerably from the regional skew (resulting in significantly
different flood frequency statistics) and a weighted average is developed.
However, there is substantial uncertainty as to what the "true" skew is.
To proceed with the development, it is assumed that the skew vy is given
"exactly”". What is thereby analyzed is that part of the variability in
the estimate of the T-year flood that arises from the uncertainty in the

estimation of u and o:; this ignores the variability that comes from the
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uncertainty in the estimate of y. (As an example of the effects of
the choice of skew, estimates for QlOO in Orange County varied by more
than 60 percent depending on whether a station or regional skew is used.)

The form of the density £q. 19 shows that the.random variable

7= (x-c)/a (21}
has the one parameter density

glx) = (1/1(b))xPte " (22)

for x>0 and 0 for x<0; i.e., Z has a gamma distribution with shape
parameter b and scale parameter 1.

Introducing the constant Kp defined by

Yp =¥ + GKp. (23)

then from Eq. 20,

(yp- u}/o = (1//5)[(yp-c)/a]—/5 if a>0

(yp- wifo = (1//5)[(yp -c}/al+/b if a<0

(24)

If tq is the 100g-th percentile for the gamma distribution Z, ther the
choice q=p gives the first equation below for a>0, while the second

equation follows from the choice q=1-p:

P((yp- /o< (tp—b)//E} = p if a>0

— (25)
P((yp-u)/cg(b-tl_p))//b) = p if a>0.
That is,
K = {t -b)/vb for a>0,
P P (26)
I(p = (b—tl_p)//b for a<0.
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As in the case of zero skew,

¥, -G = [k -m)/a] +Kp}/[8xo] (27)

This Eq. 27 shows that the joint distribution of the two random

variables in brackets must be found. A substantial simplification can
be obtained by writing both of these random variables in term of the 7
of Eq. 21.
Let X - ---,Xm be independent, each with a Pearson 111 distribution

and let Zj = (Xj-c)/a. Then

D= (lfm)Exj=(a/m){z((Xj-c)/a)}+c=aﬂz+c {28)

where ﬂz is the estimator for the mean of Z. The customary
estimator for o2 is:

2

a»

- o Ty2 o e 2 .52
- = (l/mazb)éa(xj 1) (l/mb}Z(Zj Hy)*=o05/b (29}

Q

where 8% is the customary estimator for the variance OZZ of Z. Using

/(6% o2) as the estimator for o/o, Eq. 29 shows that this estimator

is
0 /0= 0,/vb (30)
Similarly,
(u=11)/0 = (b={1;)/vb for a>0,
(31)
(u-u)/o = (ﬁz—b)//ﬁ for a<0.
Combining Egs. 26, 27, 29, and 31 we obtain the final
equation set:
-13)/5=(t -1,)/G, for a>0,
(yp pl)/o=( . ks)/ o, for a> 2

(yp-ﬁ )/ G = (az_tl_p)/az for a<0.
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So confidence intervals for yp can be obtained if, for Z having the

distribution of Eq. 22, we know the distribution of
(S-UZ)/OZ' (33)

Confidence intervals are then determined by simulation. Details of the
simulation procedure and the computer code can be obtained in Whitley

and Hromadka (1986a,b).

POLICY STATEMENT OBJECTIVE

In order to calibrate the "model"” design storm so that the peak
flow rate estimates represent local stream gage flood frequency
tendencies, an objective for flood protection must be specified. That
is, not only is a 100-year flood (for exampie) selected as a targeted
level of flood protection, but also a level of confidence in estimating
{or exceeding) the 100-year flood must be specified. This specification
for a hydrologic model becomes part of the local agency's policy state-
ment for flood control.

In this application, the policy statement objective is that an

85 percent confidence in design flow estimates be achieved:
P(Q, = Qp) = 0.85 (34)

where Q; is the T-year design storm unit hydrograph model peak flow
rate, and QT is the "true" T-year flood flow rate. From the simulation
of the adjusted stream gage data, several confidence levels in stream
gage data for the QlOO estimates are listed in Table 4. Estimates of
the T-year flood at a 85 percent confidence level are provided in

Table b,
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TABLE 4. SIMULATION RESULTS IN ESTIMATING QIOO
record Confidence Level Q(cfs)
number Watershed
of years Name 25% 50% 75% _85% 95%
54 ALHAMBRA 7659 8280 9025 9488 10391
28 ARCADIA 4429 5029 5820 6354 7496
27 COMPTON1 5563 6227 7092 7669 8891
56 COMPTONZ 7769 8455 9282 9798 10807
16 DOMINGUEZ 18262 21199 25388 28428 35526
28 EATON 6307 7066 8053 8712 10100
54 RUBIO 4667 4979 5348 5575 6012
TABLE 5. T-YEAR FLOOD ESTIMATES
At 85% Confidence Level
Watershed T-Year Flood

Name 2 5 10 25 50 100

ALHAMBRA 3100 4543 5611 7078 8250 9488

ARCADIA 1610 2568 3330 4431 5351 6354

COMPTON] 2296 3473 4365 5606 6606 7669

COMPTONZ 2899 4364 5489 7079 8386 9798

DOMINGUEZ 7702 12313 15820 20639 24454 28428

EATON 2566 3875 4882 6302 7463 8712

RUBIO 2152 3026 3627 4401 4986 5575
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In the development of the confidence Timit vatues of Tables 4 and 5,
the computed skew used for each station is the Bulletin 17B recommended
weighted average of a regional skew and staticn skew. Here, the station
skew used is developed from the adjusted annual series {adjusted for
urbanization effects), and the regional skew used is based on regionali-

zation of the adjusted station skews (7 gages).
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DESIGN STORM CALIBRATION

"Model"” Parameters

Because of the choice of loss rates in £gq. 1, the location of the
peak rainfalls 1in the design storm and the shape of the storm pattern
are essentially removed as calibration variables in the "model” (there is 5
some effect by arranging the design storm pattern to be monotonically
increasing or decreasing; however, such a pattern is considered unlikely
based on the typical shape of storm patterns observed). Additionally,
the "model" can be calibrated to local flood frequency tendencies using

only the following parameters: Fp equal to 0.30 inch/hour; a_ equal to

p
actual measured pervious area fraction Urban S-graph (X equal to 0.85); lag
equal to 0.87cs Y based on Eq. 3 using the SCS curve number and 24-hour
storm precipitation; the COE depth-area curves; and the return frequency
of the rainfall (T-year)} used in the design storm.

Tc estimates are derived for each catchment (urbanized portions)
using the summation of travel times. It was noted that when using pre-
1iminary estimates, which were eventually shown to be reasonably close
to the final estimdtes, for T-year flow rates to calculate travel times,
the variation in.Tc values was minor, on the order of 10 percent, between
2-year and 100-year storm approximations. Estimates for ap were obtained
from COE calibration data and are held constant for all storms. Y varied
according to the selected 24-hour precipitation and soil cover curve
number (held constant). Finally, the S-graph, Fp equal to 0.30 inch/

hour, and COE depth-area curves are "constants". Therefore, only one

parameter is varied for the"model” caiibration: the design storm return

frequency (T-year}.
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Design Storm Calibration Procedure

For each of the seven catchments, values for Fm (Fm = apr), Y as
a function of curve number and P24, and lag were developed (see Table 6).
Because lag varied only slightly for T-year storm estimates of Tc, a
constant lag is used for each catchment.
The objective function, ), used to calibrate the design storm is
Ta@t-alyagd
:(T(t) . d=1

{35)
A,
11

o~

.i

where )(T(t) is the objective function considered at the T-year flood;
a¥ is the "model" peak flow estimate for catchment i using a t-year
design storm; QT is the catchment i 85 percent confidence level T-year

i
flood computed from the adjusted stream gage data and the simuiation
procedure (see Table 5); and Ai is the catchment i area. Consequently,
the objective function provides an area weighted fit of "model" relative
errors in achieving the desired flood control Tevel of protection.

The design storm of the “model” is calibrated for the T-year flood

protection level by finding the t that satisfies

X+{t} =0 (36}

Figure 17 shows the variation in_)CT(t) as a function of t, for

T=2-, 5-, 10-, 25-, 50-, and 100-year events.
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TABLE 6. MODEL PARAMETER VALUES

tow Loss Fraction (V)

Vatershed apI Folin/he)  F (in/hr) o8 Tyr Syr 10y Zyr S0y 100y LAB(hrs)
Arcadia 0.55  0.30 0.165 56 0.53 0.45 0.41 0.37 0.35  0.32 0.48
Eaton 0.60  0.30 0.180 56 0.57 0.50 0.46 0.41  0.39 (.37 0.84
Rubio 0.60  0.30 0.180 5 0.56 0.49 0.44 0.40 0.38  0.35 0.53
Alhambra 0.6  0.30 0.165 56 0.53 0.46 0.43 0.39  0.35  0.34 0.71
Comptonl 0.45  0.30 0.135 56 0.47 0.4 040  0.37  0.35  0.33 1.54
Compton2 .45  0.30 0.135 56 0.47 0.4  0.40  0.37 0.35  0.33 1.78
Dominguez .40 0.28 0.112 61 0.43 0.37 0.34 0.31 0.29 0.27 1.66
Notes:

i1}  Map measured value
2} AMC II
3) LAG = 0.8Tc¢
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ADDRESSING MODEL UNCERTAINTY

The design storm calibration resuits provide an area-averaged best
fit of the objective function )Qr(t) such that X(;(t) equals O for every
return period T = 2, 5, 10, 25, 50, and 100 years. Model parameters are
based on representative values selected from the parameter probability
density functions {pdf) of Figs. 2, 6, and 10.

However, assuming that the true parameter value distributions are
described by the several pdf, the "model” peak flow rate distribution
is given by Figs. 14-16. Each of these figures indicates that approxi-
mately 57 percent of the possible "model™ outcomes (peak flow rate, Q)

are less than the "model" peak flow rate (Qm}, i.e.,

P(Q, = Q) = 0.57 (37)

where £q. 37 is essentially independent of the design storm freguency
{T) and catchment area size.

To inciude the "model" uncertainty in the caiibration process,
another policy statement is required to specify the confidence leve)
for P(Qm > Q). For example, should the policy be selected that the
"model” provides a 100 percent chance that at least an 85 percent con-
fidence level in T-year flood protection is achieved (in an area-averaged
sense), then the effective rainfall must be increased in the design storm
calibration results obtained using the Qm estimates. That is, Figs. 14-16
indicate that there is only a 43 percent chance that Qm provides at Teast
the 85 percent confidence levei, in T-year flood protection. Should the
policy be selected that there be a 100 percent chance that Qm provides
at least the 85 percent confidence level, then Qm(t) must be increased
so that the entire Q/Qm distribution 1ies above the 85 percent con-

fidence level. That is, the price of model uncertainty is paid by
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incorporating modeling conservatism and increased flood protection
costs.

Given the above considerations, the subject of modeling uncertainty
is “well-posed” for flood control policy makers in that the selection of
an arbitrary hydrologic model for flood control planning and design needs
to include the evaiuation of model uncertainty due to the use of incorrect
parameter values. In the choice of a particular model, therefore, it would
be preferable to use a model that achieves a high probability of providing
a selected level of flood protection with enough conservatism to compensate
for modeling uncertainty. Consequently, the use of complex models that
include several parameters whose values have a significant level of
uncertainty may resuit in higher overal]_f]ood coentrol costs in order to

compensate for the overall modeling uncertainty.

Evaluating Model Uncertainty

From the above discussion a generalized procedure for evaluating
model uncertainty can be specified by the following steps:

(1) ldentify all model parameters and submodels {e.g., loss rate
parameters and functions, hydraulic routing parémeters and
functions, etc.).

(2) Identify the range and probable distribution of values for each
parameter. Included in this step is the demonstration of the
“physics" of each submodel and possib]é range of parameter
values needed to reascnably correlate the submodel to known
responses (e.g., channel routing).

(3} Develop pdf plots for each parameter. Select a single repre-
sentative value as an average value from each pdf. Should
several subareas be used in the catchment schematic, each

subarea must be represented by each parameter pdf used in
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the subarea. Similarly, each routing link is represented by
the associated parameter pdf plots.

(4}  For each catchment, calculate Qm by using the representative
values for each parameter selected from step 3.

(5) Develop the Q/Qm distribution by randomly selecting each para-
meter value set from the associated pdf plots (independently).

(6) Select a probability that the model achieves the desired level
of flood protection.

(7) Calibrate Q, so that the probability of step 6 is achieved.

It is noted that the considered "model" involves only three parameters in
the uncertainty evaluation. Had a catchment been subdivided into several
{say n) subareas, then 3n pdf distributions would be involved in the
uncertainty study (along with pdf distributions for channel routing or

any other submodel used). The model uncertainty issue can be interpreted
by the use of Fig. 17. From the figure, the specified hydrology policy
statement (Qm) is an estimate of the true peak flow rate (Q) which would
be developed assuming the design storm return frequency event. Figure 17
shows that due to the incorrect choice of model parameters (Tc, Fm, S-graph
or X), the Qm estimate for a catchment can be considerately higher than
the actual peak flow rate generated from the catchment using the specified
design storm return frequency. As a rseuit, the use of the Qm estimate

in the calibration of the design storm will result in a Tower design

storm return freguency than had the actual peak flow rate been used.

To compensate for modeling uncertainty, the design storm calibration,
can be refined to adjust the design storm return frequency such that the
3/0Qm distribution is shifted to the right in Fig. 17 until the desired
percentage of the Q/Qm distribution area lies above the targeted stream

gage confidence level T-year Q estimates.
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To develop the additional design storm calibrations, adjustment
factors were determined {from fig. 14-16} which reduce the Qm estimates
to achieve the 50-percent, 85-percent, and 100-percent levels of model
certainty. These reduced Qm estimates were then used in additional
design storm calibrations using Eq. 35. The resuits of the several
calibration efforts are shown in Fig. 18, Table 7 summarizes the design
storm return frequencies needed to achieve the considered levels of
model certainty. In Table 7, only AMC II conditions are considered in
the Y estimations due to the tow variation in model Q estimates due
to variations in AMC. Table 8 summarizes (from Fig. 18) what level of
model certainty is. achieved in predicting the 85 percent confidence
level for the T-year flood when using the T-year design storm. From
Fig. 18 it is seen that depending on how certain one wants to be in
estimating the 85 percent confidence level {for example} for the T-year
flood, a wide range in design storm frequency is obtained. For exampie,
a 10,000 year storm (in this study} would be needed to quarantee (at an
ungaged site) that the 85 percent confidence Tevel for the 100-year flood
is estimated. In contrast, a 100-year design storm results in a 53 percent
level of certainty that the 85 percent confidence level for the 100-year

flood is estimated.
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TABLE 7. DESIGN STORM FREQUENCY! NEEDED TO ACHIEVE

85 PERCENT CONFIDENCE LEVEL T-YEAR FLDOD
FOR VARIOUS LEVELS OF MODEL CERTAINTY?

LEVEL OF MODEL CERTAINTY

T-YEAR
FLOOD 43% 50% 85% 100%
2 2 2 6
5 4 5 6 25
10 9 20 80
25 17 20 60 400
50 30 37 150 2000
100 65 80 425 10000
Notes:
1 Using AMC II to compute Y.
2 See Figure 18.
TABLE 8. MODEL CERTAINTY ACHIEVED USING T-YEAR
DESIGN STORM FOR T~YEAR FLOOD
{@ 85 PERCENT CONFIDENCE)
T-YEAR T-YEAR MODEL CERTAINTY
FLOOD DESIGN STORM! ACHIEVED? (%)
2 2 30
5 5 57
10 10 58
25 25 62
50 50 57
100 100 53
Notes:

1

AMC I1 used tc estimate Y (modeled peak Q variance
to changes in AMC is small)

Satisfies Eq. 36.
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THE POLICY STATEMENT FOR FLOOD CONTROL: THE HYDROLOGY MANUAL
After the level of flood control has been developed and the "model”
calibrated, a policy statement for flood control can be prepared in
the form of a Hydrology Manual. Such a document presents the mechanics
in the use of the calibrated "model" so that the uncertainty in
modeling results is not increased by misappliication. Parameter
values and definitions, including maps, are included in the manual
in order that identical parameter estimates can be determined by

various parties.

CONCLUSIONS

A hydrology model for flood control design and planning has been
developed that addresses the issues of uncertainty in stream gage data
and statistics, and the uncertainty in model estimates. Because the
coupling of these two uncertainties has not been addressed in the litera-
ture nor considered in the usual policy making procedures in flood
control, it is suggested that it is important for flood control policy
statements to include the specification of stream gage confidence levels

and confidence in modeling predictions.

59



REFERENCES

1.

]-OG

14.

Aken, A.O., and Yen, B.C., Diffusion-Wave Flood Routing in Channel
Networks, Journal of The Hydraulics Division, ASCE, Vol. 107, MNo. HYS,
June, 1981.

Alonso, C,, Stochastic Models of Suspended-Sediment Dispersion, Journal
of Hydraulic Engineering, Proceedings of the American Society of Civil
Engineers, Vol. 107, No, HYS, June, 1981.

Beard, L., Impaet of Hydrologic Uncertainties On Flood Insurance, Journal
of The Hydraulies Division, ASCE, Vol. 104, No. HY11, November, 1978,

Beard, L. and Chang, S., Urbanization Impact on Streamflow, Journal of
The Hydraulies Division, ASCE, Vol. 103, No. HY 6, June, 1979.

Bell, F., Estimating Design Floods From Extreme Rainfall, Hydrology
Papers, Colorado State University Fort Collins, Colorado, No. 2%, June
1968,

Beven, K., On the Generalized Kinematic Routing Method, Water
Resources Research, Vol 15, No. 5, October, 1979,

Bree,” T., The General Linear Model With Prior Information, Journal of
Hydrology, 39, Elsevier Scientific Publishing Company, Amsterdam,
Printed in The Netherlands, pp. 113-127, 1978.

Cermak, R, and Feldman, A, Urban Hydreologic Modeling Using
HEC-1/Kinematic Wave, Presented at the 19th Annual AWRA Conference,
San Antonio, Texas, 1283,

Chien, J. and Sarikelle, 8., Synthetic Design Hyetograph and Rational
Runoff Coefficient, Journal of The Irrigation and Drainage Division, Vol.
102, No. IR3, September, 1976,

Chow, V.T. and Kulandaiwamy, V.C., The IUH of General Hydrologic
System Model, Journal of The Hydraulics Division, ASCE, Vol. 108, No.
HY?, pp 679-690, July, 1982.

Crippen, J., Envelope Curves For Extreme Flood Events, Journal of The
Hydraulic Division, ASCE, Vol. 108, No. HY10, October, 1982.

Dawdy, D. and Bergmann, J., Effect of Rainfall Variability on Streamflow
Simulation, Water Resources Research, Vol. 5, No. 5, October, 1369.

Dawdy, D. and O'Donnell, T., Mathematical Models of Catchment Behavior,
Journal of The Hydraulies Division, ASCE, Vol. 91, No, HY4, July, 1965.

Debo, T., Urban Flood Damage Estimating Curves, Journal of The
Hydraulies Division, ASCE, Vol. 108, No, HY10, October, 1982.

60



15.

16.

17.

18.

19,

20.

21.

22.

27.

28.

Dickinson, W., Holland, M.E. and Smith, G.L., An Experimental Rainfal-
Runoif Facility, No, 25, Hydrology Papers, Colorado State University, Fort
Collins, Colorado, September, 1967.

Fleming G. and Franz, D., Flood Frequency Estimating Techniques For
Small Watersheds, Journal of The Hydraulies Division, ASCE, Vol. 97, No.
HY9, September, 1971,

Fogel, M. and Duckstein, L., Point Rainfall Frequencies in Convective
Storms, Water Besources Researeh, Vol 3, No. 6, December, 1969.

Garen, D. and Burges, 8., Approximate Error Bounds for Simulated
Hydrographs, Journal of The Hydraulies Division, ASCE, Vol. 107, No.
HY11, November, 1981.

Gundlach, A., Adjustment of Peak Discharge Rates for Urbanization,
Journal of The Irrigation and Drainage Division, ASCE, Vol. 104, No. IR3,
Sepiember, 1978.

Gupta, V. and Sorocoshian, S., Uniqueness and Observability of Conceptual
Rainfall-Runoff Model Parameters: The Percolation Process Examined,
Water Resources Research, Vol. 19, pp 269-276, 1983.

Hjalmarson, H., Flash Flood in Tanque Verde Creek, Tueson, Arizona,
Journal of Hydraulic Engineering, Vol. 110, No. 12, December 1984,

Hjelmfelt, A., Convolution and The Kinematic Wave Equations, Journal of
Hydrology, 75, Elsevier Science Publishers, B.V., Amersterdam, Printed in
The Netherlands, pp. 301-309, (1984/1985).

Hijemlfelt, A. and Burwell, R., Spatial Variability of Runoff, Journal of
Irrigation and Drainage Engineering, ASCE, Vol. 110, No. IR1, March 1984.

Hollis, G., The Effect of Urbanization on Floods of Different Recurrence
Interval, Water Resources Research, Vol. 11, No. 3, June, 1975.

Hornberger, G.H., Beven, K.J., Cosby, B.J. and Sappington, D.E.,
Shenandoah Water Shed Study:  Calibration of A Topography-Based,
Variable Contributing Area Hydrological Xodel to a Small Farested
Catchment, Water Resources Research, Vol. 21, No. 12, pp 1841-1858,
December, 1985,

Huang, Y., Channel Routing By Finite Difference Method, Journal of The
Hydraulies Division, Vol. 104, No. HY10, October, 1977.

Johnston, P. and Pilgrim, D., Parameter Optimization for Watershed
Models, Water Resources Research, Vol. 12, No. 3, pp 477-436, June, 1976,

Katopodes, N., Schamber, D., Applicability of Dam-Break Flood Wave
Vodels, Journal of Hydraulic Engineering, Vol. 109, No. 5, May, 1983,

6l



29.

30.

31,

32.

33.

34,

35.

360

37.

38,

39.

40,

41.

42.

43.

Keefer, T.N., Comparison of Linear S8ystems and Finite Differences Flow-
Routing Techniques, Water Resources Research, Vol. 12, No. 5, pp 997-
1006, Cctober, 1376.

Kelway, P., The Rainfzll Recorder Problem, Journal of Hydrology, 28,
Elsevier Scientific Publishing Company, Amsterdam, Printed in The
Netherlands, pp 55-77, 1975.

Kite, G., Confidence Limits for Design Events, Water Resources Research,
Vol. 11, No. 1, February, 1975.

Klemes, V. and Buly, A., Limited Confidence in Confidence Limits Derived
by Operational Stochastic Hydrologic Models, Journal of Hydrology, 42,
Elsevier Scientific Publishing Company, Amsterdam, Printed in The
Netherlands, pp 9-22, 1979.

Lee, L. and Essex, T., Urban Headwater Flooding Damage Potential,
Journal of Hydraulic Engineering, ASCE, Voi. 109, No. HY4, April, 1983.

Loague, K. and Freeze, R., A Comparison of Rainfall~-Runoff Modeling
Techniques on Small Upland Catehments, Water Resources Research, Vol.
21, No. 2, pp 229-248, February, 1985.

Mawdsley, J. and Tagg, A., Identification of Unit Hydrographs From Multi-
Event Analysis, Journal of Hydrology, 49, Elsevier Scientific Publishing
Company, Amsterdam, Printed in The Netherlands, pp. 315-327, 1981.

Mays, L.W. and Coles, L., Optimization of Unit Hydrograph Determination,
Journal of The Hydrualies Division, ASCE, Vol. 106, No. HY1, pp 85-91,
January, 1980,

Mays, L. and Taur, C., Unit Hydrograph via Nonlinear Programming, Water
Resources Research, Vol. 18, No. 4, pp. 744-752, August 1982,

MeCuen, R.H. and Bondelid, T.R., Estimating Unit Hydrograph Peak Rate
Faetors, Journal of Irrigation and Drainage Division, ASCE, Vol. 109, No.
IR2, June, 1983.

MeCuen, R., et al, Estimating Urban Time of Coneentration, Journal of
Hydraulic Engineering, ASCE, Vol. 110, No. HY7, July, 1984.

MeCuen, R., et al, SCS Urban Peak Ilow Methods, Journal of Hydraulie
Engineering, ASCE, Vol, 110, No, HY3, Mareh, 1984.

MeCuen, R.H., Yen, C.C., and Hromadka I[, T.V,, "Adiusting Stream Gage
Data for Urbanization Effects", Mocrosoftware for Engineers, 1986.

MiePherson, M. and Schneider W., Problems in Modeling Urban Watersheds,
Water Resources Research, Vol. 10, No. .3, June, 1974,

Mein, R.G. and Brown, B.M., Sensitivity of Optimized Parameters in
watershed Models, Water Resources Research, Vol 14, No. 2, April, 1978,

62



44,

45.

48,

47,

48.

49.

s0.

31,

32.

53,

56.

Nash, J. and Suteliffe, J., River Flow Forecasting Through Conceptual
Models Part 1 - A Discussion of Principles, Journal of Hydrology, Vol. 10,
pp 282-290, 1970,

Neff, E., How Mueh Rain Does a Rain Gage Gage?, Journal of Hydrology,
35, Elsevier Scientific Publishing Company, Amsterdam, Printed in The
Netherlands, pp 213-220, 1977.

Osborn, H. and Hickok, R., Variability of Rainfall Affecting Runoff From A
Seminarid Rangeland Watershed, Southwest Watershed Research Center
Tueson, Arizona, Water Resources Research, Vol. 4, No. 1, February, 1968,

Osborn, H. and Lane, L., Precipitation - Runoff for Very Small Semiarid
Rangeland Watersheds, Water Resources Research, Vol. 5, No. 2, April,
1969,

Pedersen, J., et al, Hydrographs by Single Linear Reservoir Model, Journal
of The Hydraulics Division, ASCE, Vol. 106, No. HY3, May, 1980.

pilgrim, D., Travel Times and Nonlinearity of Flood Runoff From Tracer
Measurements on a Small Watershed, Water Resources Research, Vol 12,
No. 3, June, 19786,

Pitmen, W., Flow Generation By Catchment Models of Differing
Complexity - A Comparison of Performance, Journal of Hydrology, 38,
Elsevier Scientific Publishing Company, Amsterdam, Printed in The
Netherlands, pp. 59-70, 1978,

Porter, J.W., A Comparison of Hydrologic and Hydraulic Catehment
Routing Procedures, Journal of Hydrology, 24, pp 333-349, 1975,

Reed, D., et al, A Non-Linear Rainfall-Runoff Model, Providing For
Variable Lag Time, Journal of Hydrology, 25, North-Holland Publishing
Company, Amsterdam, Printed in The Netherlands, pp. 295-305, 1975.

Rose, F. and Hwang, G., A Study of Differences Between Streamflow
Frequency and Rainfall Frequeney for Small Rural Watersheds, 1985
International Symposium on Urban Hydrology, Hydraulic Infrastructures
and Water Quality Control, University of Kentucky, July, 1985.

Ruh-Ming, Li, et al, Nonlinear Kinematic Wave Approximation for Water
Routing, Water Resources Research, Vol. 11, No. 2, April, 1975.

Sehilling, W. and Fuehs, L., Errors in Stormwater Modeling - A
Quantitative Assessment, Journal of The Hydraulies Division, ASCE, Vol
112, No. HY2, pp 111-123, February, 1986.

Seully, D.R. and Bender, D.L., Separation of Rainfall Excess from Total

Rainfall, Water Resources Research, Vol. 5, No. 4, pp 877-883, August,
1969,

63



57.

58.

59,

60‘

61.

62.

63.

64.

635,

686.

67.

G8.

69.

Sorooshian, 8. and Gupte, V., Automatic Calibration of Coneeptual
Rainfall-Runoff Models: The Question of Parameter Observability and
Uniqueness, Water Resources Research, Vol. 19, No. 1, pp 260-268,
February, 1983.

Stedinger, J., Confidence Intervals for Design Events, Journal of Hydrauiic
Engineering, ASCE, Vol. 109, No. HY1, January, 1983,

Stedinger, J., Design Events with Specified Flood Risk, Water Resources
Research, Vol 19, No. 2, pp. 511-522, April, 1983,

Tingsanchali T. and Manandhar, S., Analytical Diffusion Model for Flood
Routing, Journal of Hydraulic Engineering, ASCE, Vol. 111, No. HY3,
March, 1985.

Troutman, B., An Analysis of Input in Perception-Runoff Models Using
Regression With Errors in the Independent Variables, Water Resources
Research, Vol. 18, No. 4, pp 947-964, August, 1982,

U.S. Army Corps of Engineers, The Hydrologic Engineering Center,
Hydrologie Engineering Methods for Water Resources Development:
Volume 5 - Hypothetical Floods, Vol. 5, Mareh, 1975.

U.S. Army Corps of Engineers, The Hydrologic Engineering Center,
Continuous Hydrologic Simulation of The West Branch DuPage River Above
West Chicago: An Applieation of Hydrocomp's HSP, Research Note No. 8§,
1979.

U.S. Army Corps of Engineers, The lHydrologic Engineering Center,
Adoption of Flood Flow Frequency Estimates at Ungaged Loecations,
Training Document No. 11, February 1980.

U.S. Army Corps of Engineers, The Hydrologic Engineering Center,
Comparative Analysis of Flood Routing Methods, Research Document No.
24, September, 1380.

U.S. Army Corps of Engineers, The Hydrologic Engineering Center,
Hydrologic Analysis of Ungaged Watersheds Using HEC-1, Training
Document No. 15, 1982,

U.S. Army Corps of Engineers, The Hydrologic Engineering Center, Testing
of Several Runoff Ilodels on an Urban Watershed, Technical Paper No. 59,
1978.

U.S. Army Corps of Engineers, The liydrologic Engineering Center,
Introduction and Application of Kinematic Wave Routing Techniques Using
HEC-1, Training Document No. 10, May, 1979.

U.S. Department of Agriculture, Soil Conservation Service, National

Engineering Handbook Seetion 4 (NEH-4) 210~V1 Amendment 3,
Transmission Losses, Washington, DC, March, 1983.

64



70.

71.

72.

73.

74.

75.

76.

77.

United Etates Tepartment of the Interior Geological Survey, A Digital
Model for Streamflow Routing by Convolution Methods, U.S. Geological
Survey Water-Resources Investigations Report 33-4160.

U.S. Department of Transportation, Federal Highway Administration,
Hydrology, Hydraulie Engineering Circular No. 19, October, 1984.

Wallis, J. and Wood, E., Relative Accuracy of Log Pearson III Procedures,
Journal of Hydraulic Engineering, ASCE, Vol. 111, No. HY7, July, 1985.

Watt, W. and Kidd, C., Quurm-A Realistic Urban Runoff Model, Journal of
Hydrology, 27, Elsevier Scientific Publishing Company, Amsterdam,
Printed in The Netherlands, pp. 225-235, 1975.

Weinmann, E. and Laurenson, E., Approximate Flood Routing Methods: A
Review, Journal of The Hydraulies Division, ASCE, Vol. 105, No. HY12,
December, 1579,

Whitley, R.J. and Hromadka II, T.V., Computing Confidence Intervals for
Floods I and II, Microsoftware for Engineers 2, pp 138-150 and 151-158,
19886,

Williams, D,W,, Cameron, R.J. and Evans, G.P., TRRL and Unit Hydrograph
Simulations Compared with Measurements in an Urban Catchment, Journal
of Hydrology, 48, Elseview Scientific Publishing Company, Amsterdam,
Printed in The Netherlands, pp 63-70, 1980.

Zaghloul, N., SWMM Model and Level of Diseretization, Journal of The
Hydraulies Division, ASCE, Vol, 107, No. HY11, November, 1981.

65



8/
Verdugo A 0)

_5::
f
Alhambra
LOS ANGELES Rubio A r:
Arcadic A L A _9,’
Eoton
Compton (120 th) {IORKﬁGE CO. \_
FAD ~
A -
Domingue Compton (Greenieof)
A ﬁ"
i i
i
E! Modena Irvine \
A
SANTA

East Garden Grove Wintersburg A A
ANA San Diego

Santa Ana Delhi D

fsl
4q
Crn,
c
Oce Arroyo Trabuco A
4 W \
0 5 10 miies
h—-—-—-——(———-—-—-—l

Fig. 1. Location of Drainage Basins.



T
hd

06

60 ].04

| Il n 3 Ut' E Ao
QmMmevdn
Fplinch/hour)

Fig. 2. HISTOGRAM OF SOIL LOSS FUNCTION



9V 40 AN3DH3d

00L 009 00S

00% 00€

WYHOVIO v3HY 3WIL YHEWYH Y
4 90=9v71 ‘SI00=u AOQNILS P b6l

M 290=9¢1" GIO0=U IOYHIAY
4 60=9v7 *2200=4 086! 834

14 9€0=9v1 ' J000=4 BLE! HYN
N 220=9v1'2000=Y 8,61 934

114

AON1S b6l

b — —

HdVHO-S JOVY3IAY

WYHOVIO
V34V 3NIL
YHEWYHIV

086! 934

8.6 834

104

+08

r 06

{oo!

PERCENT OF ULTIMATE DISCHARGE

Alhambra Wash S-Graphs.

3.

Fig.



oy 40 %
004 09 008§ Q0P

*s1y ¢ gedB] ‘G0 0=U0 ‘L¥04HY TIANNVHD “N'V*1 €S61 934 WO¥d HAVIO-S VAIAINATS

ov61 ‘1d0d3d
SMOMYYN HITLLTHM ‘NIVHQ AVMAVONY ANV HSVM VHAWVHIV ¥0d SHAVHI~S 40 HOVHIAY

%861 ‘1¥0dTY ALNNOD FONVHO WOHd ‘HAVED-S IOVHIAV TINNVHO IHTIC-VNV VINVS
%861 ‘LY04dT¥ ALNNOD ADNVEC WOHd “RHAVYEI-S FOVHIAV TANNVHD WHTLSNIHMISAM

. (Hdv4D-S NVEUN) SHAVID~S QAHSYILVM FOVHUIAV
VAIATINDIS ANV NOLAWOD ‘NTINIWIT ‘VIEWVHTV WONd HAVED-S HTIVUHAY

SHAVED-S JAHSHILYM
JOVIIAY NOLAWOD ANV ‘NTIINIWIT ‘VIGWVHTY HO¥d HAVIO~S AIVHIAV

GL61 "AANLS VNV VINVS ‘HAVED-S ANIAYI-VNIAOW Td

A

o¢

ov

0%

09

0L

08

106

o0l

% OF ULTIMATE DISCHARGE

Avarage S-Graphs.

4‘

Fig.



ALHAMBRA
FEB 1978 STORM

% OF ULTIMATE DISCHARGE

90

L]

80

70}

60

50

40

¥

30+

20r

SAN JOSE AVERAGE

X (UPPER)

160 26.)0 300 400 500 600

CATCHMENT LAG (%)

Fig. 5. S~Graph Scaling for S{X).



- 46
- 1.06

63

L
Q
N

=
Y B =

S5
60
T0
75}
8o}
85|
sof

Fig. 6. HISTOGRAM OF VARIATION IN $-GRAPH



IN PERCENT OF ULTIMATE DISCHARGE

DISCHARGE

100 -

80

40 |-

20 -

L ] 1 I { !

o 50 100 50 200 250 300

TIME IN PERCENT OF LAG

Fig. 7. Comparison of SCS and Urban S-Graphs.



TOTAL WATERSHED LAG (HRS)

W @ ~N ;o W N

o

LEGEND
—a

SANTA ANA-DELHI
WESTMINSTER

LIMEKILN

RUBIO

ARCADIA

ALHAMBRA

EATON
COMPTON | /
COMPTON 2 /
DOMINGUEZ /

W O oW oW WM B oM ow u4oom

Fig.

8.

0S5 I 15 2 25

TIME OF CONCENTRATION (HRS)
FOR 100% OF WATERSHED AREA

Relationship Between Catchment Lag and Tc Values
for Local Region.



TOTAL WATERSHED LAG (HRS)

o
5...
4.-
3..
24
i o
t - L}
.0
Y 4N
0 i 2 3 4 5
TIME OF CONCENTRATION (HRS}
«= McCUEN et.al. {1I984) DATA
@= THIS STUDY DATA
Fig. 9. Relationship Between Measured Catchment

Lag and Computed Tc.



25
2917
1667

T ”
"9 . H 4 © @
g " ] o o [=]
- L N N
' - Q o
1 1 1 L I 1 1 [ 1 1 L i 1 1 L.l 1 T 1 Y ™ > np—
o o = Q o hA <@ o < N v o Q
- Q @ = - = = = o ~ o o~ "

Fig. 10. HISTOGRAM OF LAG TIME

{LAG)/(Q.8 Te)



(€861 ‘) HONYW NO WV b=b)

SHNOH WHOLS

SHALIANYHYD QALYINDIND 5

SLINS38 300N NI

ALIAILISNIS MOMS OL 035N JObwy
NOLLVAS 39v9 NivH

Ot 03LvHEIv) 0THA ,

viva 39VO Wv3IYLS
Str0=4 cgloswd
162°V1S 30VD MVY _ ——-—o
1Ic0=£"'200=w4
162 VLS 3IOVO Nivy
vivad Q371300NW

000!

0002

000¢

000t

0006

0009

000L

(CFS)

RUNOFF

COMPTON 2

1983 Runoff Hydrographs {1 of 6}.

March 1,

lia.

Fig.



SHILIWVEYd GILYINITWD 4

NOLLYLS 397D NivH
cl 031vNBrIvd 013IA

viva 39vVO NVIULS
6€0=4 210=w14

F

162 VLS 3J9VO NIvY ,— - —

020:=8 2iro=wd
162 VLS 39V9 NIVH | —-—eee
vivgd Q37300W

T3NNVHD Z3NONIWOQJ

24

20

16
STORM HOURS (4=4 AM. ON MARCH I, 1983)

S000

8000

7000
6000 -

S000 |-

i

3

o

4
(542) 340NNy

3000 |-

2000 -

1000

March 1, 1983 Runoff Hydrographs (2 of 6).

1lla.

Fig.



(€861 ‘I HOHYW NO 'W'Vb =b) SHNOW WMOLS

t2 0
T ]

viva 35vD WY3IANILS
Lb'0=f Bro=wd

SHALIWVHYD QALY INITVY ¢

0
o0l
0002
)
m W
L0
000% F0.. o
z B
[1
b ~ 000b
!
I |_ NOLLYAS 39¥0 NIYY

! TRGEICT: ARG RE T

oL V'VISXB820+5€2'VISXZ20 IOVD NiVY g

0904 ‘glro=wd
$€2 "vlS 39vH NIvY
vivad O31300N

]

T sl

1983 Runoff Hydrocgraphs (3 of 6).

Marxrch 1,

1lla.

Fig.



1€861 I HOYYW NO

WY b=b) SHNOH WHOLS

SHILINVEYD QILY NI WD z

NOLLYLS 3979 NivM
0L G3alvesvd g3,

Viv0o 39vO NvIyLs
9b'0=f ‘G9rpawy

161°%* SXSI'0+ €OL VIS XGB0 IOVD NIVY  , —m -

€C0=28'Cor0-w y
ReT ‘v o Nyl

ER T —

[4)
1

-

-

0Qoi

0002

000¢

000

000S

0009

RUNOFF (CFS)

ALHAMBRA WASH

1983 Runoff Hydrographs (4 of 6).

March 1,

1lla.

Fig.



(£86) ‘1 HOHVIN NO WV b = ) SHNOH WHOLS

SHILINVHYA QILVINOTVD ¢ “

NOIIYIS 39vS Nivd
01 031vHEIVI 07134

vivag 39v9 NV 3INIS
8b'0=f 8IQ=wd
£O£'VLS 3OVO NIvY , —-—
18°0=f BI0=wy
§€Z'VlS 3I9VO NivH
viva a313aonw

I
|

000l

0002

000¢

000b

000§

RUNOFF (CFS)

EATON WASH

March 1, 1983 Runoff Hydrographs (5 of 6}.

1la.

Fig.



(€861 ‘1 HOHYN NO 'W'V b =& ) SHNOH WHOLS

4

SHALIWYHYD CIIVINDTIVI 5

NOLLYLS 397D vy
01 Q3LIVHEITYD OTIA

Yviva 39v9 WY3INLS
€t 0= COIQ=wd
COC'VISX 90 +EE2 VIS XP'0 39VD NivYy
$9'0:=4'goro=-wy
SE2'VLS 39VO NIvH
vivd O3 1300NW

000t

0002¢

000t

000db

RUNOFF (CFS)

ARCADIA WASH

March 1, 1983 Runoff Hydrographs {6 of 6}.

lla.

Fig.



VINMOJIIVD “S313ONY  SO1 HIAO

STIVINIVYE £861°Y HOMYN

NIF™

167 T0VD NI

LU

£OE IO9YD NIy

HSYM
vIavouy

abeb UIey o

LN

JANNYHD
ZINONINOQA

abef wearlg - /

Ateplinog paysiajop
JNIDd'1

S€7 ADVD NIVd

MEk X & MWW AN SN FE4Y d

o L
-n-nta

01Z 39v¥D NIV

09NgUIA

March 1, 1983 Storm Rainfall Patterns.

llb.

Fig.




04 ~ [-Mile2
25-year Frequency Storm
2068 =C.O.E.
2068 -———=NOAA
Q3
3 * *
c Sy 22
g LR
b4 S g
& a2k =2
38 '
© €w |
2 - I
- ]
=,
> E
x |
0.] [~ :C‘ - I
S 8 ' S e
' ' 28
IS g% &~
I$588 Irx
i S o
s e
0 I L ! ] —=_J
0 05 1.0 1.5 20
Q/Qm
Fig. 12. Q/Qm Distribution for Tc= il-hour, Area= 1-mi.2,

and COE or NQOAA Depth-Area Adjustments.



PERCENT OF POINT PRECIPITATION FOR GIVEN AREA

100

90

80

70

60

50

40

30

20

SIERRA MADRE

NN
\\\ ~ 1943 STORM
\\\\ \\\ ——— NOAA ATLAS 2
\ N\ S~
AN ~ —
N ~—_
AN ~ ~— e __ 180 MIN.
~ —_——
S
\\ \\
AN \"‘-\
N S~ —
N ~ — i180 MIN.
~N ———
™S 60 MIN.
\\
\“--.
- “.““h“\
~—— __30 MIN
] 60 MIN
B 30 MIN.
l ] | 1 | j
25 50 75 100 125 150

AREA { SQUARE MILES)

Fig. 13. Depth-Area Adjustment Curves.



5-Mile2

04 -

Aouanbaisy4 aapn)ay

£
| =
.0..
w
-
o
8| .a
®|S¢S «
o2
Wwian :oo.ﬂ
- y £400°
M “ oovo._ﬁ
- | orgo- | | o
S .
KR Fre
0f20
0820
oﬁﬁ«
207" |
202 il =)
IeFE” -
£862Z “
Zeaxr 1L
uoﬁm1
LYY N | — F=——=
0E90" | Ju
oo | ——C
o o = o°
o a O

Q/Qm

Q/Qm Distribution for S-mi.2 Area.

14.

Fig.



E
[,
o
o
o
e
Siu g 1
SiQo o
|2
wleww
o [
@ S ] osool)
. ! _ 1
= _nu.u.. .S knu.ﬁhv A0
o e 2 pE0" 1°
0 NI u!»o. i J
Z#90° [
it
S o yizol 1
Ry .1/ M
osoc’| 2193 ] m
gosz’| ———————————— - — - —
vs.u._.. m_n_._
R 2180°
LIt _lilx]ll-.ll i S
wOnOl.“_llll" 5
Q
{ 1 [ | o
< " o = o)
o o S O

Kouanbaiy aAlDjAY

Q/Qm

Q/Qm Distribution for SO-mi.2 Area.

15.

Fig.



I00-MILE 2

stec|

04

Aouenbaig saljpjoY

E
|
Q
=1
(72}
™=
e
Blui g
slQ0o
=[O 2 Q
U-lu w TG
= |
o |
-4 B
il N
nla “ s
AVl B B 9&6@
——Nun
uono.”u -1 =
| S —
zzzo'[
0800"
TS
ﬂllilllliim%.lll
#4037 o«nc; _
[ v—— 1 ). 14 |} R .
2984 mw
098z - T ]
woz'l 1¥90°
_Illi.ll._llillicouo. —
FYrYE
L
Zro’|
bty
10
1 i i
Q
02} o~ - &)
o o] o

Q/Qm

Area.

2

Q/Qm Distribution for 100-mi.

16.

Fig.



LEGEND

Q =Q Estimates

04 Qm = Policy Statement
(prescribed parameters)
. 85% of |.85% of G Estimates ore
Q Estimotes| Greater thon this Vatue
03
Foy v
[ 4 ~ :
A
o { ‘: 2
- ] | f 3
L o2t P tal | =
® |
2 |
= | | |
Q | i |
2 | I tl
R
0’ e ] [
begll I o
< | | I -
| .~ <
| I RS
I [ ¢ 9 &
l§ _tam 3
0 /0.5 \ & 15 2.0
100 % of 859% of 50% of
Q Estimates G Estimgtes Q/Qm Q Estimates

Fig. 17 Interpretation of Q/0Om Distribution and
Model Uncertainty.



suv3A “TVANZIN JONINENIIY

00l 0S ez 0l g 2
V4 \\ L
(s3£) 3 \\ / \\ \ \
A¥OLS N9IS3Q \
2K oot | - % A
T id wad ]

/

/

28G

ummA\

0¢ -

ob -

0o -

0c-

o_.l

0 (nix
Ol
0c¢
0¢
ob
04
09

0.l

Design Storm Calibration Results.

is

Fig.



000'0l

000l 00S 002 O00i

SHV3IA IVAMALNI IONIHHNO3Y

WMOlS Notsad

Q0074 HV3IA-L 3HL HO4 13AT

AON3QI4NOD %G8 3HL ONIAIIHOV
NI (%) 73A3N >._.z_<._.mw“o T300W
. _

0S G2 ol G 2
e \ v S
- \\_ -\\ yd o o \ \\ \HO
\\ OOI % \\\\ \O/ ﬁ* \ \ .e ) \.\\\9 \\
el pd . ) o / YA A
- “ ~ %\ \\ nw.w\ \.\\ .\\ A
%/ 1 o? s \ o \ \ / o ’ p \
e \_\ , L \\\ it [t \\. : v
L < c&\\\ 7 /" y s
. A % /]
| 2, 77 | .7 7 7 7 77
OP\ O«&\mr “a\\%/ \\09\\0 \mﬂ \\\\w \ n \\e
Q L/ ’ ’
| 2 K / / /
e / / ’ /e
4
\ /
N
\\
/ |
%00l -1 —— \\
%G8 — | ———— 7
%06 —-—— i ——— \\
% et 1-— /

0G-

o¢-
02-
ol-

0 (1) X
ol

02

(o]

ot

0g

09

0L

Evaluation of Model Certainty in Predicting

T=-Year Floods.

19.

Fig.



