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ABSTRACT

In this paper, the unit hydrograph (UH) method is used for
the analysis of three model structures for an arbitrary storm
event i: (1) a single area UH model noted as Qli(t): (2) an m-
subarea 1link-node model of the catchment, R, with linear
ungteady flow routing, and with variable subarea UH's, and
where the subarea effective rainfalls are llinear in the
meagured effective rainfall, noted as Qmi(t)g and (3} an
estimator, Qmi{t), which represents the Qmi(t) model except
that all model parameters are estimated, and the storm
effective rainfall distribution over R is estimated. Available
for model calibration purposes is a rain gauge site which is
monitored such as to  produce an effective rainfall
distribution, and a stream gauge located at the downstream
point of R.

Using the above three model structures for R, the modeling
calibration can be analyzed as to parameter calibration
efficiency, reliability, and rationality.

INTRODUCTION

The issue of parameter calibration for hydrologic models
has been a topic of congiderable concern since the inception of
computer modeling techniques. Hromadka and Whitleyl reviews
several of the negative reports obtained from the open
literature concerning the lack of success in obtaining
"optimum™ parameter sets for hydrologic models of all types.
Inherent in the cited literature review is the growing weight
of evidence that (1) simple models {e.g., a single area unit
hydrograph {UH) model) generally can perform as good as or
better than complex models (e.g., a highly discretized, link-
node model, possibly with a soil-moisture accounting
subalgorithm), and (2) the wuncertainty in the effective
rainfall distribution (rainfall 1less losses) over the
catchment, R, generally is a dominant factor in the uncertainty
in hydrologic model output.
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In this paper, the upit hydrograph (UH} method ig used fox
the analysis of three model structures for an arbitrary storm
event i:

{1) a single area UH model, noted as Qli(t):

(2) an m-subarea link-node model of the catchment, R,
with linear unsteady flow routing {Hromadka“}, and
with variahle sgubareas UBR's, and where the subareas
effective rainfalls are linear with respect to
meagyred effective rainfall monitored at the single
available rain gauge site, noted as le(t); and

(3) an estimator, §ul{t}, which represents the pyiiv)
model except that all model parameters are estimated,
and the storm § effective rainfall distribution over
R ig estimated.

Available for model calibration purposes is a rain gauge site
which is monitored such as to produce an effective rainfall
distribution, and a stream gauge located at the downstream
point of R.

Using the above three model structures for R, the modeling
calibration process can be analyzed as to parameter calibration
efficiency, reliability, and rationality.

HYDROLOGIC MODEL STRUCTURE

Each of the above three models and modeling asaumptions
are described in detail in Hromadkaz, and will not be fully
redeveloped herein,

The catchment R is gubdivided into m nearly homogeneous
subareas, R4, such that the effective rainfall distribotion in
Rj is given by eji(t] for storm i where

i
n.
i 3 iei i
est(t) = T gxt egi(t - o5kh) (1)
k=1

where 3%l are coefficients, Bj],-l’L are timing offsets, and
egl{t) Ig the effective rainfall distribution measured at the
rain gauge gite for storm event {,

The runoff hydrograph from Ry for storm 1 is jS(t) where
t

jS(t} = [ eji(t - g) ¢ji(s} ds (2}
5=0

where ¢ji(s) is the storm i UR for Ry. Because ¢ii(s) is

variable between gtorms, and correlates jStt) to eji t), then

whether a UH model or another runoff model is used has no major

effect in this analysis. Obviously subarea rainfall-runoff

;7 rould be needed to evaluate ej 1(t) and Q41(t), and hence
g).

Assuming dinitially that channel flow routing storage
effects are minor, the true runoff hydrograph model for the
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response Erom R from storm i {s given by Qmi(t) where

omi(t) = E o3l(e - 151 3)
J.—

vhere Tji is the sum of link translation times from Ry to the
stream gauge. The T4 will vary between storms, and hence
stream gauges would be reguired on the 1links in order to
evaluate the respective travel times for each link, for each
gtorm, i.

Combining Eqgs. (1) and ({2) gives the Ry runoff
contribution from storm i,

t n.‘
jS(t) = I Z egl(t - ij - 8) ¢j {s} ds 4
s=0 k=1
where the ¢ji(s) ig the same UB used in Bg. {(2). Ahgain,

ralnfall—runoff data in Ry would be needed to evaluate the
several ljk and Bjki, as well as the ¢j {s) from Eg. (2).

Combining Eqs. (3) and {4) gives the *true™ runoff
hydrograph model for sterm i {for transiation routing),

E]

m b0
opltty = } ( ): Akt egtit - oyl - 8} g3its - 14l as 1)

J"D 0
Rewriting the timing of the subarea effective rainfall
distribution and the subarea UH simplifies Eq. (5) to be

t m n-

Qmi(tl = J egi(t - 8) X Z JLJ];‘{ ij (s "Tj - ejki) ds {6}

$=0 =1
Equation (6) is the output from a m-subarea link-node model of
R, with the effective rainfall distribotion properly defined
{by Bg. (1)} in each individual R4: and with variable subarea

UH's, ¢51(SI; and with variable translation £low routing travel
times for each storm, as summed In the Tji.

Given only the effective rainfall distribution at the rain
gauge site, %.(t). and the stream gavge measured runoff
hydrograph, 0Qg'(t}), and assuming the effective rainfall
distribution on each subarea R; Iis given by Eq. (1), and
assuming that channel link flow routing is given by translation
with a storm-dependent travel time, then for storm event 1 it
ig assumed that

ogtit) = gplte) (7)
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. A single area UH model, 011 (t), correlates {egi(t),
lett)} by the correlation distribution nt(s) where

t
ortey = ! egl (t - s} ni(s) ds (8)
s=0

Thus for the above assumptions, Qmi(t) = Qli(t) where
.i
x m nJ . a : .
nits) = ¥ ¥ Agkt b3t (s = T3t - Bykt) (9)
j=1 k=1

Hence the standard single area UH model, Qli(t), and the link
node model Qpl(t} with subarea rainfall-runoff data and 1link
runoff data sufficient to define all submodel parameters, are
equivalent, assuming the subarea  effective rainfalls are
related to the rain gauge measured eq*(t), by Eq. (1).

Equation (6) can be extended to include linear unsteady
flow routing (Hromadka2}, but the results of Eqs. (7) and (8)
would still be valid. Because ¢of the reduction in mathematical
notation, only translation flow routing effects will be
congidered hereafter.

MODEL PARAMETER CALIBRATION

. From the above development it is seen that Qli(t) =
Qmi(t), where Opl(t) is the "true” model.

In practice, an estimator of Qmi(t): denoted by Qpl(t}, is
used where

t
] m ~ ~ 3 ~ £y
Qpilt) = f ejlt = s) d3i(s - 141) s (10)
i=1 5=0
where hats are notation for estimates. The subarea UH (or
kinematic wave (KW) overland flow planes) are empirically
defined without rainfall-runoff data. Additionally, the
channel flow routing parameters, represented by the rjl, are
also egtimated. It is noted that in Eg. {18}, the ¢ji and le
may still be variable between storms in order to approximate a
specific modeling technique. It is also recalled that
detention or Dbackwater effects are assumed to be minor
(Hromadkaz).

Probably most important in Eq. (10}, the Ry effective
rainfalls are estimates as only egltt) data is available.
Indeed, the usual practice is to assign the same storm rainfall
to each Ry which is measured at the rain gauge, Pgl(t).
Rewriting the estimator, Qpi(t), in a form comparable to Eq.
{6), and recalling Eg. (1),

el L] m t
le(t) = .X
3=1 <29

~

Kj egi(t - 8) &ji(s - %ji) ds (11}

e g s s oy

-
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where the A3y are constants, independent of the storm event i,
and reflect only the assumed@ nonhomogeneity in loss rates
between subareas. Obviously, the variability in A3 due to storm
magnitude, and also variations in storm timing “(e.g., jki).
are all unknown,

Rewriting Eq. (11} again,

t
A . m"“, A
Qptlt) = I egtit - s) 'Z Ay d3tts = 131y ds {12)
5=0 =1

which 1s similar in form to the standard single area UH model.
Writing Bq. {12) in the form of Eg. (B) gives

t

omitt) = | egltt - s) nis) as (13)

s=0

where nits) is the estimated correlation distribution between
egl (t) and le (t).

~ . In comparing the "true" model Qmi(t) to the estimator
Cm'(t) of Egs. {6} and (10), respectively, it is seen that the
Jifferences occur in the correlation distributions of ni(s) and
nl{s), respectively.

In Hromadka and Yen3, all storms were assumed categorized
into storm classes <£q> such that any two elements (storms) in
a specific class <f5> would result in nearly identical
effective rainfall distributions at the rain gauge site such
that one would expect nearly identical runoff hydrographs from
the catchment, R. Consequently in a predictive mode, where a
design storm effective rainfall e P(t} is assumed to occur at
the rain gauge site, the storm cgass <€a> is identified such
that egP(t) is in <f,> and the resulting model prediction is
the random variable

t

[010(t)] = egP{t - 8) [ngts)] as {14}

s=0

where [no(sﬂ is the distribution of correlation distributions
(see Eq. (8)) in correlating rainfall-runoff information for
storms in c¢lags <fo>. It is recalled that all elements in <€ 5>
result in nearly an identical effective rainfall distribution;
conseguently, egD(t} being in < o> implies that each storm in
<f o> results in an effective rainfall distribution, eg®{t},
which nearly duplicates egD(t).

Now compare the models Qpl(t) and Qpi(t) for elements
eg®(t} € <f 5> From Egs. (8), (9), and (14),

lopo(t)] = eg?(t = 5) [ng(s)] ds (15a)

s=0
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whereas from Egs. {12} and (13},
§m°tt) = J eg®(t - s) [hols)] ds (15b)

But the ;IQCS) mast be nearly identical distributions for any
element of <f .> due to the imprecise (constant) definitign of

effective rainfalls in each Rj. This "rigidity" in ngis)
becomes apparent when studying severe storms of flood control
interest, where nonlinear effects approach linearity

(Aromadka2). Hence for any element eg®(t) in < 4>, Eg. (15b)
is

t
émo(t) = J eg®(t ~ 8) ng(s) ds {16}

5=0
That is, the estimator 0Q,4°(t) would predict nearly identical
responses Eor runoff given nearly identical effective rainfall
distributions occurring at the rain gauge site.

But due to the unknown variations in rainfall over R,
among other Cfactors, the runoff hydrographs measured at the
stream gauge do vary for nearly identical rain gauge
measurements. As a result, the unknown variations in effective
rainfall are propogat=d differently between the single area
madel, Q]_ {t), and the link-node model estimator Qmo(t}, during
the parameter czalibration process.

For the 079(t} model, the correlation of Qg O(t) to eg S(t)
gives a distribuation which is a sample from the random
variable, [nq(s)].

For the amo(t) model, however, the calibration effort
results in a distribution for the model's effective rainfall
astimator, now denoted by -g°(t) for storm class <>,

Hence due to the rigidity in r~,°(s) in neglecting the
variations in effective rainfall over R, these variations must
be transferred to the _parameters used to model &g°(t) in
O (). Hence, [Qmott)] essentially becomes for storm class

<€ o>,

Logettr] = J [egO(t - 5)] ngls) ds (17)
5=0

where the variations in [é\go(t)] produce a minor variation in
ﬂo(s)-

THE CALIBRATION PROCESS

In calibrating Q1°{t), the data 0g°(t) and e 0(t) is used
to determine [ngis)].
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In calibrating Qmo(t), the data ng(t) and the rigid no(s)
is used to determine a best fit ego(t) But the Qmo(t)
submodel structure used to compute the effective rainfall
typically cannot £it the derived égo(t) As a result, the
égo(t) becomes a best fit to the integrated effects of the set
{e (t), )\ '} as well as errors in the parameters
{¢ i(s), 1. aonsequently, the calibrated Dp®(t} must have
more error than the 1°{t) model, and cannot achieve the
correct uncertainty distribution of output due to the structure
of the eg®(t) function.

To demonstrate the above discussion, a 25-subarea link-
node model of an idealized catchment is used which satisfies
the several assumptions leading to le(t}, {see Fig. 1). The
single "available"” rain gauge is shown as a triangle in Fig. 1.
Not shown in Fig. 1 are subarea-centered rain gauges and
downstream stream gauges which are used for Onltty, but are
"unavailable" to the estimator, lett) The catchment, R, is
500 acres in gize, with each Rj being 20 acres. All channel
links are rectangular channels with dimensiong of depth = 20-
feet, width = 5-feet, slope = 0.01 ft/ft, and a Mannings
friction factor of (.015.

Each subarea has its own UH which is assumed to be a
function of its time of concentration, Tc, as shown in Fig. 2.
Each subarea is assumed to have a uaniform loss rate. The rain
gauge site is monitored to determine the effective rainfall,
eg®(t), (Fig. 1),

To evaluate the calibration process, a series of identical
effective rainfall distributions {i,e., storms egc'(t)) are
defined at the rain gauge site, which satlsfy that each storm
is in the same storm class, Ea> For Qmo(t), the subarea
effective rainfalls are assumed related to the egO(tJ by the
factors }\j listed in Table 1. Other parameter data is also
listed in this table. The "true" distributions of e+®(t) are
random variables distributed according to Fig. 3 for ch’ and
Fig. 4 for timing offsets, Bjko, where mean values are listed
in Table 1. The "true" rundoff hydrographs are developed for
each storm using Qplit).

Because egO(t) is fixed, the ,‘amo(t) model must have a
fixed output, Therefore, because Ng(s) iz fixed, a least-
squares best fit for &4°(t) can be developed for each storm in
<> Some of the resulting plots of effective rainfall
distributions are shown in Fig. 5.

For 0;°(t), the variations in e;°(t) are reflected in the
No{s) variations. Some of the elements of the set tno(s)} are
shown in summation (distribution} graph form in Fig. &.

From Fig. 5, the set of eg°(t) plots needed to correlate
the Qg°(t) to the gingle no(s) cannot be duplicated by a fixed
loss rate model structure because the storm precipitation is
identical for each event and, therefore, a loss in agcuracy
must occur during parameter calibration. Additionally, the
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TABLE 1. APPLICATION PROBLEM DATA

3 4
Subarea Rj _Egi ng X 4k° 8 4k°

1 30 1 1 0

2 30 1 1 0

3 45 1 1 0

4 45 1.1 1.1 5

5 30 1.1 1.1 S

[ 30 .9 .9 5

7 45 .B .8 5

8 30 .8 .8 )

9 30 .7 o7 5
10 a0 o7 7 5
11 45 .9 .8 10

12 45 1. 1. 10
13 45 1. 1. 10

14 45 1.3 1.3 10
15 30 1.3 1.3 10
16 30 1.2 1.2 10

17 45 1.2 1.2 10

18 30 1.1 1.1 10

19 30 1.1 1.1 1¢

20 45 1. 1. 10

21 30 1. 1. 10

22 30 1. 1. 10

23 30 .9 9 190

24 45 .9 .9 10

25 45 .8 .8 10

Notes:
1. Tc = time of concentration in minutes
2. § = assumed ratic of effective rainfall at subarea
N to rain gauge site_ N

3. Ajk = mean value for ljk . Note that kjk A3
4. B4k = mean value for ejk ¢ in minutes

final calibrated parameters lose scome of the physical meaning
for what they were intended, in that they reflect variations in
effects other than the loss rate.

In Fig. 6, however, the resulting ng(s) plots (summation

raph form) are used to populate a frequency distribution for

Eno(s)], to develop the uncertainty distribution for [Qlo(t)]
using eg®(t) as the model input.

It is noted that in this application, the estimated AJ are
assumed "correctly" in that the )\] equal the mean value of Ajk
(see Tab}e 1). Hence in actual applications, the discrepancies
between ego(t) and eg°(t) shown in Fig. 5 could be augmented.

-
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DISCUSSION

The application demonstrates how the unknown effective
rainfall distribution manifests itself in the single area UH,
Qll(t), model, and in a discretized link node model, Qm (t),
when using storms of a  similar class to calibrate model
parameters. For the 01%(t) model, the uncertainties are
incorporated into the UH correlation distribution, nl(s) In
the estimator, le (t}, however, the uncertainties are
transferred to the effective rainfall submodel parameters used
in &gl (t).

Because the nl(s) are allowed to freely vary, the
frequency distribution [n(s)] of the nl{s) reflect the several
modeling uncertainties as well as the important uncertainty in
the effective rainfall distribution over R.

With the estlmator, amltt), however, the effective
rainfall estimator, e 1(t), is usuvally a fixed model structure
which cannot fit the 1rregular effective rainfall distributions
needed to correlate measured runoff data to the Qm {t) model UH
correlation distribution, 0 1(5) As a result, the calibration
of egl(t) must be 1mprec1se and, therefore, the Opl(t) must be
a more uncertain model in the predictive mode than the Qll(t)
model.

CONCLUSIONS

The wunit hydrograph methed is wused to evaluate how
modeling uncertainty is propogated through a single area UH
model and a discretized link node model estimator. It is shown
that the modeling uncertainties and the important uncertainty
in the effective rainfall distribution over the catchment are
manifested in the single area model unit hydrograph, whereas
they are manifested in the 1link node model estimator's
effective loss rate function. Because the effective loss rate
submodel is of a prescribed structure, the calibration of the
loss rate submodel of the 1link node model will result in
imperfect fits of the effective rainfall distributions needed
to correlate the measured runoff data to the hydraulic response
function.

In comparison, calibration of the single area UH model
results in the several upcertainties {including hydraulic
response uncertainties and the unknown distribution of
effective rainfall over the catchment) being integrated into
the UH, with the loss rate submodel being calibrated to loss
rate information.
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